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Abstract

To achieve the secure communication in wireless body area network, various authentication
protocols have been proposed. Recently, Ji et al. designed an efficient and certificateless conditional
privacy-preserving authentication scheme and claimed that it can realize various security goals like
anonymity, mutual authentication, lost PDA attack, replay attack, etc. However, our security
analysis shows that the scheme is vulnerable to the modification attack, denial of service attack
and impersonation attack.

Keywords: Anonymity; Certificateless; Privacy-preserving; Wireless Body Area Networks

1 Introduction

Wireless body area network(WBAN) is a branch of Wireless Sensor Networks, which can be used to
provide telemedicine services to patients. It consists of three entities: sensor nodes, portable personal
terminals and application providers. In WBAN, different types of sensors can collect the physiological
information of patients in real time, and send the data to application provider through personal terminal,
then the application provider analyzes and processes the data accordingly to meet different application
requirements [14]. Therefore, it has emerged as a key technology to enhance the quality of life by
monitoring and examining the vital signs of patients [4].

Although WBAN has brought us great benefits, it still faces many security challenges. Specifically,
because the infrastructures in WBAN have the characteristics of openness, mobility and complexity, it
will lead to a malicious attacker launches various attacks such as modification attack, denial of service
attack(DoS) and so on. In modification attack, an attacker can distort physiological information of
patients, which will lead to the misdiagnosis of doctors and serious medical accidents. In DoS attack,
an attacker can send massive service requests to application provider, which will prevent legitimate
users from accessing medical services. In addition, the physiological information transmitted in WBAN
is important and sensitive for patients. Accordingly, the leakage of privacy is one of the major concerns



I.J. of Electronics and Information Engineering, Vol.11, No.1, PP.1-8, Sept. 2019 (DOI: 10.6636/IJEIE.201909 11(1).01) 2

of patients [9]. Furthermore, because the sensor nodes in WBAN have stringent resource limitations in
energy and storage capacity, the communication protocols for WBAN should be as efficient as possible.
Therefore, there are great challenges to realize the security, privacy, reliability of data and the availability
of systems [6].

Certificateless public key cryptography solves the key escrow problem existed in Identity-based cryp-
tography [12], which has been widely used in WBAN. Many certificateless authentication schemes [2,3,
7, 9, 15, 16] have been proposed to realize the secure communication between users and AP in WBAN.
Recently, Ji et al. [5] designed an efficient and certificateless conditional privacy-preserving authenti-
cation scheme for WBAN. In the scheme, they claimed that it has a unique characteristic, that is,
the trusted third parties can extract the real identity of users when necessary. However, our security
analysis shows that it failed because it is vulnerable to the modification attack, denial of service attack
and impersonation attack.

2 Preliminaries

2.1 Networks Model

Figure 1 demonstrates a typical medical application scenario of WBANs [10]. There are three tiers
communications in WBAN: Intra-BAN communications, Inter-BAN communications and beyond-BAN
communications [10]. The first layer communications are among sensor nodes and master node, which
has more powerful computing and storage capabilities. The second layer communications are between
master node and personal device such as PDA, which serves as a gateway for connecting patients to
AP. The third layer communications are required to enable an authorized Application Provider to
remotely access the medical information of patients via Internet [10]. Correspondingly, the authentica-
tion in WBAN is usually divided into three layers: authentication between each pair of sensor nodes,
authentication among sensor nodes and PDA, and authentication between PDA and AP [13].

Figure 1: General architecture for Wireless Body Area Networks

Details of the main entities in WBAN are as follows:

Sensor Nodes: The sensor nodes have weak energy and computation ability that can be embedded
inside or worn on different parts of human body. They have three main assignments: sensing,
processing, and communication. During the sensing, they are able to monitor or perceive vari-
ous physiological information of patients, such as blood pressure, temperature, Electrocardiogra-
phy(ECG), Electromyography(EMG) and so on. During the processing, they can perform simple
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comparison and storage operations on collected data. During the communication, the processed
data can be transmitted to master node for further communication or processing [11].

The gateway between clients and AP: The gateway can be a mobile device carried by user like
PDA or smart phone, which is responsible for connecting clients to AP. Because of this property,
the gateway subsystem can easily become the weakest link of the overall scenario [1]. In addition,
it also need to handle some security issues:

1) Verifying the correct identity of the source,

2) Not modifying the patient data, except for aggregation or other defined transformations,

3) Transmitting the physiological information in time in order that patients can receive timely
diagnosis [6].

Application Provider (AP): AP represents the remote medical systems at hospitals or clinics, which
is responsible for providing medical services without knowing patients’ private information such
as name and ID number.

Trusted Authority (TA): TA is a trusted third party who works like a key generation center(KGC).
It is in charge of the generation of the system parameters and the registration of clients and AP
before communication.

2.2 Security Requirements

Duo to the special structure of WBAN, a malicious attacker can launch various attacks such as modi-
fication attack, denial of service attack(DoS) and so on. Therefore, confidentiality and mutual authen-
tication are essential for WBANs, and the transmission must be anonymous and unlinkable as well [8].
Some security requirements of authentication schemes for WBANs are shown in Table 1.

Table 1: security requirements of authentication schemes for WBANs.
Security requirements Description

Anonymity Patient’s identity must be private and untraceable in the system.

Un-linkability Adversaries are not able to link two messages sent by the same WBANs client.

Mutual authentication Senders of patient’s data should be able to authenticate with each other.

Session key establishment The session key between WBANs client and AP should be established.

Attack resistance The proposed scheme is able to resist various attacks.

Perfect forward security The previous session keys are still secure even if the long-term private keys of participants are leaked.

Untraceability Adversaries couldn’t trace the action of a specific client through the intercepted messages.

Non-repudiation The legitimate participants of network can not deny data generated by themselves.

3 Review of Ji et al.’s Scheme

There are four entities in the scheme: WBAN client, AP, TA and PDA. Four phases included in Ji et
al.’s scheme.

A. System initialization phase:
TA performs the following:
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1) Selects two primes p, q and generates an elliptic curve group G, P is a generator of the group
G.

2) Chooses master private key s ∈ Z∗q and hash functions: H0 : {0, 1}∗ → z∗q , H1 : G → z∗q ,
H2 : G× {0, 1}∗ → z∗q , H3 : {0, 1}∗ ×G× {0, 1}∗ → z∗q .

3) Computes system public key Ppub = sP .

4) Publishes system parameters params = {p, q, Fp, G, P, Ppub, H0, H1, H2, H3}.
5) Verifies the real identity IDA from AP.

6) Selects secret value zA ∈ Zq and computes bA = zA + sH0(IDA), BA = zAP as AP’s private
key and public key.

7) Sends (bA, BA) to AP in a secure channel.

B. Pseudo identity generation and message signing phase:

1) The client performs the following.

a. Generates two random numbers ri, xi ∈ Z∗p .

b. Computes partial public key Xi = xiP and PIDi,1 = riP .

c. Sends real identity RIDi, password PWi, Xi and PIDi,1 to TA.

2) Upon receiving {RIDi, PWi, Xi, P IDi,1} from the client, TA performs as follows.

a. Verifies client’s real identity RIDi.

b. Computes β = H0(RIDi)⊕H0(PWi) and PIDi,2 = RIDi ⊕H2(sPIDi,1, T ).

c. Chooses a secret value wi ∈ Z∗p , computes Yi = wiP, yi = wi + s · αi mod q, where
αi = H1(PIDi, Xi) and PIDi = (PIDi,1, P IDi,2, T ).

d. Loads the pseudo identity PIDi, the partial private key yi, Yi and β into PDA.

3) The PDA verifies client’s legal identity as follows.

a. Client inputs the real identity RIDi and password PWi into PDA.

b. PDA computes β∗ = H0(RIDi)⊕H0(PWi) and verifies β
′ ?

= β.

4) PDA generates session key for client as follows.

a. The client who has passed validation inputs the secret key xi into PDA.

b. PDA chooses a secret number di ∈ Z∗p and computes Di = diP, σi = xi+yi+di ·µi mod q
and session key K = di(BA + H0(IDA)Ppub), where µi = H3(Mi, P IDi, Di, ti) and Mi

is a medical related message.

c. PDA sends request message{PIDi,Mi, σi, Di, ti} to AP, where ti is time stamp.

C. Authentiation phase:

1) Upon receiving the tuple {PIDi,Mi, σi, Di, ti}, AP performs as follows.

a. Checks the freshness of ti and T in PIDi.

b. Computes αi = H1(PIDi, Xi) and µi = H3(Mi, P IDi, Di, ti).

c. Checks σiP
?
= Xi + Yi + αi · Ppub + µi ·Di. If it holds, AP accepts the request message.

d. Computes session key K = bADi and message authentication code MACK(BA), sends
MACK(BA) to client.

2) Upon receiving the MACK(BA), client performs as follows.
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Table 2: authentication and session key generation process in Ji’s scheme.
C PDA AP

inputs RIDi, PWi
RIDi,PWi−−−−−−−−→

computes:

β∗ = H0(RIDi)⊕H0(PWi)

verifies: β
′ ?

= β

inputs xi
xi−−→

chooses: di ∈ Z∗p
computes: Di = diP

µi = H3(Mi, PIDi, Di, ti)

σi = xi + yi + di · µi mod q

K = di(BA +H0(IDA)Ppub)
PIDi,Mi,σi,Di,ti−−−−−−−−−−−−−→

checks: ti, T

computes:

αi = H1(PIDi, Xi)

µi = H3(Mi, PIDi, Di, ti)

checks:

σiP
?
= Xi + Yi + αi · Ppub + µi ·Di

computes:

K = bADi and MACK(BA)
MACK (BA)
←−−−−−−−−−

checks MACK(BA)

a. Checks the validity of MACK(BA) by using K. If it holds, client regards K as the session
key. The validation equation is as follows:

σiP = (xi + yi + di · µi) · P
= (xi + wi + s · αi + di · µi) · P
= Xi + Yi + αi · Ppub + µi ·Di

b. The authentication process and session key generation process in Ji et al.’s scheme are
shown in Figure 2. Batch authentication of multiple clients is similar to individual
authentication of single client. See the original description in [9].

D. Password change phase:
The client inputs the previous password PWi and the real identity RIDi into PDA. Then PDA

Verifies the User’s legal identity by computing β
′

= H0(RIDi)⊕H0(PWi) and verifying β
′ ?

= β.
The client who has passed validation enters a new password PW ∗i , PDA computes β∗ = β ⊕
H0(PWi)⊕H0(PW ∗i ) and replaces β with β∗.

4 Analysis of Ji et al.’s Scheme

Ji et al.’s scheme is an efficient and certificateless conditional privacy-preserving authentication scheme.
It satisfies:

Anonymity. The client, who has a real identity and a fixed pseudo-identity, communicates with AP
in a pseudo-identity.
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Efficient. Ji et al.’s scheme is based on Elliptic Curve Cryptography and big data.

Certificateless. It adopts certificateless encryption system. Due to the certificateless property, PDA
only has the partial private key of the WBANs client [5]. The adversary cannot obtain any useful
information of patients from the lost PDA.

Conditional. TA can extract the real identity of users when necessary. For one thing, TA can trace
the real identity of a malicious client, who cheats AP by sending mendacious messages. For
another, when a patient has an emergency, TA can trace this client and help him to get timely
treatment [5].

In WBANs, sensor nodes send patient’s physiological data to AP for diagnosis through the Per-
sonal Digital Assistance(PDA). As mentioned earlier, PDA can be considered as a gateway between
clients and AP, it can easily become the weakest link of the overall scenario [1]. Therefore, the
mutual authentication between users and PDAs is necessary and vital. In Ji’s scheme, the equa-

tion β
′ ?

= β computed by PDA could only be used to prove the legitimacy of client to PDA. The
protocol lacks authentication from PDA to client, it will lead to an illegal PDA mounts various
attacks. We describe some attacks launched by an illegal PDA as follows.

Vulnerable to the Dos attack. In Dos attack, network resources will be occupied by substantial ser-
vice requests launched by attackers, which will lead to legal users unable to access AP’s medical ser-
vices. An illegal PDA chooses many different parameters d̂i, t̂i and sents massive service requests
{PIDi,Mi, σ̂i, D̂i, t̂i} to AP, where σ̂i = xi + yi + d̂i · µ̂i, µ̂i = H3((Mi, P IDi, D̂i, t̂i)), D̂i = d̂iP .
It will pass AP’s verification. In fact,

σ̂iP = (xi + yi + d̂iµ̂i)P

= (xi + wi + s · αi + d̂iµ̂i)P

= Xi + Yi + αi · Ppub + µ̂iD̂i

Vulnerable to the modification attack. Client’s service type and rights Mi can be tampered into
M̂i by an illegal PDA, which will lead to doctor’s misdiagnosis and serious medical accidents. An
illegal PDA sends the distorted request {PIDi, M̂i, σ̂i, Di, ti} to AP, which will pass the checking
by AP.

σ̂iP = (xi + yi + diµ̂i)P

= (xi + wi + s · αi + diµ̂i)P

= Xi + Yi + αi · Ppub + µ̂iDi

Vulnerable to the impersonation attack. It is noteworthy that the session key between client and
AP is generated by PDA in Ji et al.’s scheme, which will lead to key exposure and the imper-
sonation attack launched by illegal PDAs. Firstly, an illegal PDA can communicate with AP and
obtain AP’s medical service for a long time by utilizing the identity of clients. Similarly, an illegal
PDA can obtain users’ privacy information by communicating with users as AP.

Through the above analysis, when malicious users deceive AP, TA fails to trace their real identity
and punish them. Meanwhile, TA fails to treat patient urgently who has an emergency.
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5 Conclusions

In this paper, we reviewed Ji et al.’s certificateless conditional privacy-preserving authentication scheme
and pointed out its shortcomings: (1) it lacks the authentication process from PDA to client, (2) the
session key between client and AP is known by PDA. Therefore, the scheme can not resist DoS attack,
modification attack and impersonation attack. We would like to stressed that the role of PDA cannot
be ignored. In order to make the protocol feasible, the structure of WBAN should be clarified before
the protocol is proposed.
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Abstract

Certificateless signcryption is an important multi-function cryptography primitive which solves
the key escrow problem in the identity-based cryptosystem and simplifies the certificates manage-
ment problem in the traditional public key cryptosystem. It simultaneously fulfils the integrated
function of public encryption and digital signature with a computing and communication cost sig-
nificantly smaller than that required by the signature-then-encryption method. In this paper, we
propose an efficient certificateless signcryption scheme secure in the standard model. The proposed
scheme satisfies the message confidentiality and unforgeability.

Keywords: Certificateless; Signcryption; Standard Model; Random Oracle

1 Introduction

Certificateless public key cryptography (CL-PKC) [1] was introduced by Al-Riyami and Paterson in
2003. Its main idea is that a user’s secret including two different parts. One part named secret key is
produced by the user himself without requiring the corresponding public key to be certified. Another
part named partial private key is generated by a semi-trusted third party, called key generation center
(KGC), from the unique identifier information of the user. The user must know both of the secrets
to calculate his full private key. CL-PKC is a useful method in solving the certificates management
problems, which always accompanied with large amount of computation, storage and communication
costs in traditional public key infrastructure and the key escrow problem in identity-based (ID-based)
public key cryptography [13].

The confidentiality and authenticity of message is the basic requirement for secure communication. In
1997, Zheng brought the notion of signcryption [16], which simultaneously fulfils the integrated function
of public encryption and digital signature with a computing and communication cost significantly smaller
than that required by the signature-then-encryption method. As a combining cryptographic primitive,
certificateless signcryption (CLSC) scheme was first introduced by Barbosa and Farshim in 2008 [2].
Since then, quite a few schemes related to certificateless or signcryption have been proposed [6–8, 14],
but the security of these schemes were proven secure in the random oracle model. Although the model
is efficient and useful, it has been shown that when random oracles are instantiated with concrete hash
functions, the resulting scheme may not be secure [4]. Therefore, it is an important research problem
to construct a CLSC scheme secure in the standard model.
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Liu et al. [10] proposed the first CLSC scheme in the standard model and claimed that their scheme
satisfies the security requirements of a CLSC scheme. However, their scheme is not even chosen plaintext
attack secure by giving a public key replacement attack. Several different attacks were also proposed in
the following years [11,15]. Recently, several CLSC schemes in the standard model have been proposed
in [3, 5, 12,17].

In this paper, we give a new CLSC scheme secure in the standard model. The proposed scheme
satisfies the message confidentiality and unforgeability.

The rest of the paper is organized as follows. The complexity assumptions and the formal model of
CLSC scheme are introduced in Sect 2. We describe a new concrete CLSC scheme in Sect 3 and give
analysis of the new scheme in Sect 4. Finally, the conclusions are given in Sect 5.

2 Preliminaries

2.1 Bilinear Groups

Let G1, G2, Gt denote three finite multiplicative abelian groups of large prime order p. Let g be a
generator of G1 and g̃ be a generator of G2. An admissible asymmetric bilinear pairing is a map
e : G1 ×G2 → Gt and satisfies the following properties:

1) e(ga, g̃b) = e(g, g̃)ab for all a, b ∈ Z∗p.

2) for g 6= 1G1
and g̃ 6= 1G2

, e(g, g̃) 6= 1Gt
.

3) e is efficiently computable.

The set (p,G1, G2, Gt, g, g̃, e) is called a bilinear map group system.

2.2 Complexity Assumptions

Here, we present several security assumptions on which our proposed scheme is based.
For a bilinear map group system (p,G1, G2, Gt, g, g̃, e). Choose (u, v) ∈ Zp randomly, a oracle

O1(m) means that given m, choose a random r ∈ Zp and outputs the tuple (g(u+mv)r, gr, g̃
uv
r ).

Choose (x, y, s) ∈ Zp randomly, a oracle O2(ID) means that given ID ∈ Zp, outputs the tuple

(g
x

s+ID , g
y

s+ID , g
1

s+ID ) and a oracle O3(m, ID) means that given (m, ID) ∈ Zp, choose a random r ∈ Zp

and outputs the tuple (g
(x+my)r

s+ID , g
r

s+ID , gr, g̃
y
r ).

Definition 1. (Modified-PS Assumption 1). Given g, g̃, g̃u, g̃v, gv, and unlimited access to the oracle
O1, no adversary can efficiently generate a tuple (g(u+m∗v)r∗ , gr

∗
, g̃

uv
r∗ ), with gr

∗ 6= 1G1
, for a new scalar

m∗ not asked to O1.

Definition 2. (Assumption 2). Given g, g̃, g̃s, g̃x, g̃y, gx, gy and unlimited access to both oracles O2 and

O3, no adversary can efficiently generate a tuple (g
(x+m∗y)r∗

s+ID∗ , g
r∗

s+ID∗ , gr
∗
, g̃

y
r∗ ), with gr

∗ 6= 1G1 , for a
new scalar ID∗ not asked to O2 and new pair (m∗, ID∗) not asked to O3.

For the Modified-PS Assumption 1 and Assumption 2, we refer the reader to [3] for some details.

2.3 Formal Model of CLSC

CLSC scheme consists of following probabilistic polynomial time algorithms.
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1) Setup

Given a security parameter l, KGC runs this algorithm to generate a master key msk and common
parameters params. We assume that params are publicly available to all users whereas the msk
is kept by the KGC secretly. Formally we can write (params,msk)← Setup(1l).

2) Extract-partial-private-key

Given the common parameters params, an identity ID, the KGC runs this algorithm to generate
the partial private key d associated with ID and transmits it to the user via a secure channel.
Formally we can write d← Extract− partial − private− key(params,msk, ID).

3) Set-secret-key

Given the common parameters params and the identity information ID of himself, each user runs
this algorithm to generate a secure value x for himself. Formally we can write x← Set− secret−
Key(params, ID).

4) Set-private-key

Given the common parameters params, the partial private key d and the secret value x, the user
with identity ID runs this algorithm to generate the full private key SK for himself. Formally
we can write SK ← Set− private− key(params, x, d).

5) Set-public-key

Given the common parameters params, the partial private key d, the secret value x, the user with
identity ID runs this algorithm to generate the full public key PK as the output. Formally we
can write PK ← Set− public− key(params, x, d).

6) CLSC-signcrypt

Given the common parameters params, the message m, the receiver’s identity IDB and the full
public value PKB , the user with identity IDA and the full private key SKA runs this algorithm
to generate the ciphertext δ as the output. Formally we can write (IDA, IDB , δ) ← CLSC −
signcrypt(params,m, IDA, SKA, IDB , PKB).

7) CLSC-unsigncrypt

Given the ciphertext δ, the sender’s identity IDA and the public key PKA, the receiver with iden-
tity IDB and the full private key SKB runs this algorithm to unsigncrypt the ciphertext and re-
turnsm or⊥. Formally we can write (m/⊥)← CLSC−unsigncrypt(params, δ, IDA, PKA, IDB , SKB).

For consistency, we require that if (IDA, IDB , δ)← CLSC−signcrypt(params,m, IDA, SKA, IDB , PKB),
then the output of CLSC − unsigncrypt(params, δ, IDA, PKA, IDB , SKB) must be m.

3 The Concrete Scheme

In this section, based on Canard et al.’s signature scheme [3], we present a novel CLSC scheme:

1) Setup

The KGC generates the system parameters params and a master key msk, given a security
parameters l ∈ Z+ as input, the KGC executes the following operations:

• Chooses a l-bits prime p and generates a bilinear map group system (p,G1, G2, Gt, g, g̃, e).
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• Let H be a cryptography hash function where H : Gt → Zp

• Chooses (s, x, y) ∈ Z∗p randomly.

• The public parameters are presented as Params = (g, g̃, S̃ = g̃s, X̃ = g̃x, Ỹ = g̃y, X =
gx, Y = gy), and the master key is msk = (s, x, y).

2) Extract-partial-private-key

The user U sends IDu ∈ Z∗p to the KGC. In turn, the KGC generates and returns the partial

private key of U as du = (d1,u, d2,u, d3,u) = (g
x

s+IDu , g
y

s+IDu , g
1

s+IDu ).

3) Set-secret-key

The user U with the identity IDu randomly chooses xu ∈ Z∗p as its secret key.

4) Set-private-key

The user U takes the pair (xu, du) as its full private key SKu.

5) Set-public-Key

The user U takes PKu = g̃xu as its public key.

6) CLSC-signcrypt

With IDB as the receiver and the message m ∈ Gt, the sender A performs as follows:

• Chooses (r1, r2) ∈ Z∗p randomly.

• Computes U = (d1,A)r1 · (d2,A)H(m)r1 · (d3,A)xAr1 = g
(x+xA+H(m)y)r1

s+IDA .

• Computes N = gr1 ,V = (d3,A)r1 and L = Ỹ
xA
r1 = g̃

xAy

r1 .

• Computes c = m · e(g, PKB)−r2 and Z = S̃r2 g̃r2IDB = g̃r2(s+IDB).

• Sets δ = (U,N, V, L, c, Z) and return (IDA, IDB , δ) as the ciphertext.

7) CLSC-unsigncrypt

Given the ciphertext (IDA, IDB , δ = (U,N, V, L, c, Z)), the receiver B decrypts and verifies the
ciphertext as follows:

• Computes m′ = c · e(d3,B , Z)xB .

• Computes U ′ = S̃g̃IDA and W = X̃ · PKA · Ỹ H(m) · g̃.

• Checks if e(U ·V,U ′)e(N,L) = e(N,W ) ·e(Y, PKA). If the equation not holds, then return ⊥
indicating the message is not valid. Otherwise, return m′ indicating it is a valid signcryption
ciphertext of the message m sending to receiver B.
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4 Analysis of the Proposed Scheme

4.1 Correctness

We proceed to prove that our proposed concrete scheme is consistent and correct.

m′ = c · e(d3,B , Z)xB

= m · e(g, PKB)−r2 · e(g
1

s+IDB , S̃r2 g̃r2IDB )xB

= m · e(g, g̃xB )−r2 · e(g
1

s+IDB , g̃r2(s+IDB))xB

= m · e(g, g̃)−r2·xB · e(g, g̃)r2·xB

= m

e(U · V,U ′)e(N,L) = e(U · V,U ′)e(N,L)

= e(g
(x+xA+H(m)y)r1

s+IDA · (d3,A)r1 , S̃g̃IDA)e(gr1 , g̃
xAy

r1 )

= e(g
r1(x+xA+H(m)y+1)

s+IDA , g̃s+IDA)e(gr1 , g̃
xAy

r1 )

= e(gr1 , g̃(x+xA+H(m)y+1))e(gy, g̃xA)

= e(N,W )e(Y, PKA)

4.2 Security

4.2.1 Confidentiality

Theorem 1. The new CLSC scheme is indistinguishability against adaptive chosen ciphertext attacks
launched by Type I and Type II attacker respectively.

4.2.2 Unforgeability

Theorem 2. The new CLSC scheme is existential unforgeability against adaptive chosen message
attacks launched by Type I and Type II forger respectively.

4.3 Performance Analysis

We compare our scheme with several existing schemes from two aspects: CLSC-signcrypt and CLSC-
unsigncrypt and pay attention to those operations such as a bilinear pairing operation, pairing-based
exponentiation operation and scalar multiplication operation. We define the notations in Table 1, and
adopt the experiment testing results from [9].

The comparison is shown in Tables 2, |G1| denote the size of an element in G1, |G2| denotes the size
of an element in G2 used in the existing schemes or Gt used in the new scheme.

From Table 2, it shows that the new CLSC scheme needs much less computational time than the
other schemes.

5 Conclusion

Certificateless signcryption can provide message confidentiality and unforgeability in the absence of
a trusted third party. In this paper, we propose a new CLSC scheme secure in the standard model.
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Table 1: Notation and definition of diffident time complexities

Notations Definition and conversion
TMul Time required for executing a modular multiplication operation
TE Time required for executing a pairing-based exponentiation TE ≈ 43.5TMul

TM Time required for executing a elliptic curve scalar point multiplication TM ≈ 29TMul

TP Time required for executing a bilinear pairing operation TP ≈ 87TMul

Table 2: Comparisons of the computational overhead and storage costs

Schemes Ciphertext size CLGSC-signcrypt time CLGSC-unsigncrypt time
Cheng et al. [5] 4|G1|+ |G2| (5TP + 3TM + TE) ≈ 565.5TMul 10TP ≈ 870TMul

Zhou et al. [17] 4|G1|+ 2|G2| (2TP + 5TM + 3TE) ≈ 449.5TMul (7TP + 2TM ) ≈ 667TMul

Rastegari et al. [12] 4|G1|+ |G2| (2TP + 7TM ) ≈ 377TMul (7TP + TM ) ≈ 638TMul

Proposed 5|G1|+ |G2| (TP + 8TM + TE) ≈ 362.5TMul (5TP + 2TM + TE) ≈ 536.5TMul

According to the comparison with other schemes in the same model, the new scheme is efficient and
practical.
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Abstract

Fully homomorphic encryption (FHE) is a common cryptographic primitive that allows anyone
to calculate encrypted data without the decryption key. It is especially important for confidential
information security and privacy protection. In this paper, we review the Nuida-Kurosawa FHE
scheme in the context of mathematics and find some flaws. By adding a key filtering process and
applying it to the client-server computing scenario. At the same time, we want to emphasize that
modular operation is the fundamental way to dissipate and obscure redundancies in plaintext. Fi-
nally, we propose a model extension of the scheme.

Keywords: Client-server; Computing Scenario; Fully Homomorphic Encryption; Magnification Method;
Modular Arithmetic; Symmetric Secret Key

1 Introduction

The word homomorphism is derived from the Greek word homos meaning “same” and morphe meaning
“shape”, which is a mapping of mathematical algebraic system convert into or onto another algebraic
system or itself. In cryptography, homomorphic encryption is used in conversion of plaintext and
ciphertext operations. It is an effective cryptography method that protects security of privacy and
data. Homomorphic encryption (HE) introduced by Rivest, Adleman and Dertouzos [26] in 1978,
is a useful cryptographic tool because it can allow one to perform arbitrary arithmetic operation on
ciphertext without the decryption key. This particular property can be applied in many fields, such
as cloud computing, private queries, the Internet of Things, electronic voting, spam filtering, and
more. For example, a user wants to make a private query on search engines. The encrypted query
request is sent to the search engine, which can calculate it and return the result to the user, who
decrypts it to get the desired result. When authorized user wants to obtain the plaintext result, he
only needs to decrypt received ciphertext with the authorized decryption key. This computing process
averts frequent encryption and decryption operations under the traditional encryption. Throughout
the process, sensitive data are always stored in an encrypted form and only one interaction of data is
required. The cloud server can perform arbitrarily computations on encrypted data without decryption
key.
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The powerful homomorphic encryption scheme supports either addition or multiplication operations
(but not both) on encrypted data and translates corresponding plaintext operations into ciphertext.
In 2009, Gentry [12] proposed a somewhat homomorphic encryption scheme based on the ideal lattice,
which was improved into FHE scheme by adding conditions and bootstrapping method in his PhD
dissertation. The Gentry’s scheme is the first FHE scheme which makes it possible to evaluate some
functions in the encrypted domain. However, the limitation of computational complexity hinders it
to apply in practice. Since then, FHE technology has entered a period of rapid development. Many
scholars were inspired by Gentry and have proposed a series of FHE schemes based on bit, integer
and polynomial rings. Van Dijk [10] constructed an elementary modular arithmetic FHE scheme for
handling integers instead of bits, which is more efficient than previous schemes. At Eurocrypt’ 10,
Gentry, Halevi and Vaikuntanathan [14] proposed a FHE scheme based on Learning With Error (LWE)
problem. Coron et al. [7] constructed a FHE scheme based on ring-LWE over integers to reduce the
public key size, which was improved by Stehle and Steinfeld [27]. In the article Homomorphic Encryption
Can be Applied to the Actual? , Lauter [18] focused on the calculation operation on encrypted data.
The computations used may calculate averages, standard deviations and logical expressions which can
be used to predict some healthy problems in life. In 2011, Gentry and Halevi [13] improved a previous
scheme on the ideal lattices, but calculation is still complicated and inefficient. In 2013, Monique Ogburn
et al. [24] discussed the concepts and significance of homomorphic encryption along with subdivisions
and limitations associated with this type of encryption scheme. Gupta and Sharma [15] proposed a
FHE scheme using a symmetric key of a smaller size, involving operations such as the matrix inversion
and the matrix calculation, thus the calculation cost is slightly higher.

With the development of the Internet, cloud computing is deemed as the one of the most powerful
innovations in the field of information technology. Many types of encryption algorithms are used for
protecting data. The FHE scheme makes it possible to operate on encrypted data, which is different from
the traditional encryption method. The existing schemes [3,4,21,29] are still too inefficient, computing
complex and hardly applied in practice. In 2014, Nitesh Aggarwal et al. [2] stated a symmetric FHE
scheme and had performance superior to existing public-key schemes. Potey et al. [25] presented an
efficient and practical homomorphic encryption scheme which performed on low-size encrypted data on
AWS. In 2017, Song et al. [28] proposed a hybrid cloud computing scheme based on the Paillier and RSA
algorithm. Kim and Tibouchi [16] proposed a new fully homomorphic encryption over the integers and
modular arithmetic circuits, compared with van Dijk scheme and Nuida-Kurosawa [23] FHE scheme
and showed which is preferable. A variant of FHE, for Q-ary plaintexts where Q > 2 is a prime, was
subject to Refs. [6, 19]. The works [1, 9] discussed FHE scheme over polynomial rings. Researchers all
over the world are concerned about developing homomorphisms that can be used in cloud computing or
other fields [8,11,17,20,22,28]. Cao et al. [5] stressed that cryptography uses modular arithmetic a lot
in order to obscure and dissipate redundancies in plaintext, not to preform any numerical calculations.

Recently, we find that some FHE schemes have drawbacks due to the neglect of certain conditions.
We would stress that modular arithmetic is used to confuse and diffuse plaintext against statistical
attacks. Although the Nuida-Kurosawa FHE scheme is safe, there are drawbacks in special computing
situations. This article focuses on the application of the client-server scenario and analyzes the causes
of its defects. Many researchers ignore the differences between algebra and polynomial in modular
operations and cause computational errors in some special cases. This paper mainly studies that
random key needs to be in a certain interval. At the same time, a special example will be used for
analysing in the paper. If appropriate random number is selected as private key, the Nuida-Kurosawa
FHE scheme is correct in all cases. In this paper, we analyze the reason and improve the interval of key
selection process of the Nuida-Kurosawa FHE scheme to implement the FHE scheme without changing
the security.

The rest of this paper is organized as follows. Section 2 describes the definitions of modular arithmetic
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and homomorphism. In Section 3, we revisit the Nuida-Kurosawa FHE scheme and calculate an example
of a client-server computing scenario. In Section 4, we analyze the existing shortcomings, describe our
main ideas, algorithms and models, and calculate an example on the modified scheme. We establish a
generalized model in Part 5. Finally, the conclusions are given in Section 6.

2 Mathematic Background and Modular Arithmetic

A common Equation which includes variables, constants and operators. There are three kinds of
expressions: arithmetic expression, logical expressions and relational expression. Arithmetic operators
include addition (+), substraction (−), multiplication (·), modular ( mod ) and so on.

In mathematics, homomorphism is a mapping from a set into or onto another set or itself.

v = f(u)⇔ Enc(v) = g(Enc(u))

where v and u belong to plaintext domain (the first set). f and g are related functions. Enc() is the
encrypted operation on elements in the first set.

For a, b ∈ Zp where p is a prime, E() is a homomorphic encryption operation and D() is a corre-
sponding homomorphic decryption operation. Homomorphism has the following properties.

D(E(a) + E(b)) = D(E(a+ b)) = a+ b mod p

D(E(a) · E(b)) = D(E(ab)) = ab mod p.

Specially,
a+ b mod p mod q ; a+ b mod q mod p

ab 6= (ab mod p), a+ b 6= (a+ b mod p).

Here, we want to stress that p and q need reasonable selection. Modular arithmetic can obscure the
relationship between the plaintext and ciphertext and reduce computing cost. To illustrate this point,
we will carefully study the symmetric version of FHE scheme proposed by Nuida and Kurosawa.

3 Nuida-Kurosawa FHE Scheme

3.1 Description

In 2010, Dijk et al. proposed a FHE scheme based on integers. The plaintext space is M = Z2 and
the ciphertext c of a plaintext m ∈ M is c = pq + 2r + m, where p is a secret prime and r is a small
noise. In their scheme, the decryption is given by m = (c mod p) mod 2 = c− p · bc/pe mod 2. This
scheme encrypts each bit and is complex because it has to generate some bits to hide one bit. In 2015,
Nuida and Kurosawa proposed a FHE scheme over the integers with message space ZQ where Q is a
prime. The degree of the decryption circuit is smaller than the previous scheme and the scheme is more
efficient. Obviously, this is a conversion of Boolean circuit and arithmetic circuit. We mainly study
symmetric version of Nuida-Kurosawa FHE scheme and describe it as follows.

Keygen(λ): For a security parameter λ, select an odd number p ∈ [2λ−1, 2λ) and set it as the secret
key.

Encrypt(p,m): Given a message m ∈ ZQ, calculate the ciphertext as

c = pq +Qr +m,

where the integers q, r are chosen at random in some other prescribed intervals, such that Qr <
|p/2|.
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Decrypt(p, c): m = (c mod p) mod Q.

Additive homomorphic property: (c1 + c2) mod p mod Q = m1 +m2.

Multiplicative homomorphic property: (c1 · c2) mod p mod Q = m1 ·m2.

3.2 An Example

The user has two numbers m1 = 5, m2 = 1 and wants a server to help him to calculate f(m1,m2) =
m1 + m2. Suppose that user selects p = 7919 as secret key. First, he selects Q, r and q according
to above require in the FHE scheme. Second, he encrypts m1 and m2 and obtains corresponding
ciphertexts c1 and c2. Third, he sends c1 and c2 to the server. The server computes c1 + c2 with
function f(x, y) = x+ y. Finally, server sends obtained result to user. Table 1 describes this process.

Table 1: Nuida-Kurosawa FHE symmetric scheme

Input Function: f(x, y) = x+ y
Q = 3, r1 = 57, r2 = 85, p = 7919, q1 = 1325, q2 = 5538,
m1 = 5, m2 = 1

f(m1,m2) = m1 +m2

Encrypt: Ciphertext sum:
c1 = pq1 +Qr1 +m1 = 7919 · 1325 + 3 · 57 + 5 = 10492851 c1 + c2=54348529
c2 = pq2 +Qr2 +m2 = 7919 · 5538 + 3 · 85 + 1 = 43855678
Decrypt: Decryption result:
(c1 + c2) mod p mod Q = 54348529 mod 7919 mod 3 0 6= 5 + 1

3.3 Wrong Out and Analysis

In [5], Cao et al. emphasized that the carry problem can’t be handled in the client-server scenario for
the van Dijk scheme. Nuida-Kurosawa FHE scheme is improved by defining Qr < |p/2|. However, the
server can’t return the correct value for the simple function f(x, y) = x+ y.

The above FHE scheme exists drawbacks for two reasons: One is that the author can’t choose a secret
key in the appropriate interval; another reason is that the difference between algebra and polynomial
in modular operation is ignored. We will verify the multiplicative homomorphism in a mathematical
context as follows.

(pq1 +Qr1 +m1) · (pq2 +Qr2 +m2) mod p mod Q

= p2q1q2 + pQq1r2 + pq1m2 +Qr1pq2 +Q2r1r2 +Qr1m2 +m1pq2 +m1Qr2 +m1m2 mod p mod Q

= [p(pq1q2 +Qq1r2 + q1m2 +Qr1q2 +m1q2) +Q(Qr1r2 + r1m2 +m1r2) +m1m2] mod p mod Q

= Q(Qr1r2 + r1m2 +m1r2) +m1m2 mod Q

= m1m2.

(1)

In Equation (1), if Q(Qr1r2+r1m2+m1r2) > p, the result will be unequal to m1m2. In Equation (2),
we find that the process is flawed. We may sometimes neglect the difference between algebraic and
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polynomial in modular operations.

[p(pq1q2 +Qq1r2 + q1m2 +Qr1q2 +m1q2) +Q(Qr1r2 + r1m2 +m1r2) +m1m2] mod p mod Q

= Q(Qr1r2 + r1m2 +m1r2) +m1m2 mod Q

= m1m2.

(2)

How to deal with this error? We will filter the generated keys and choose the key in the appropriate
interval. In the next section, we will provide some improvements to make the scheme more complete.

4 The Proposal Scheme

4.1 Main Idea

For the problem mentioned above, one way to solve the defects is to select the key in the appropriate
interval to ensure correctness. Modular operation is the useful method for reducing computational cost
and obfuscating ciphertext in the field of information security. If the chosen parameters aren’t suitable,
the modular arithmetic might be of little importance for the FHE scheme. On the other hand, we
can convert it to other circuits (rings, finite fields and so on) and construct a homomorphic scheme by
numerical calculation. Here, we apply the first method: choose the key in a fixed interval.

4.2 The Revised Scheme

The Algorithm. 1 describes this scheme as follow.

Algorithm 1 Pick key

1: pick secret key p ∈ [2λ−1, 2λ], an odd number, (Q is published).
2: random select r, q, r is a small number (r � p), such that Qr < |p/2|.
3: while p 6∈ [dQ2(max{r1, r2})2 +Q2(max{r1, r2}) + Q2

4 e,+∞] do
4: select random secret key p again.
5: end while
6: compute Additive homomorphic and Multiplicative homomorphic
7: End

KeyGen(λ): Generate a random p and set it as the secret key.

Key Judgement(p,Q, r): Q is published, the integers q, r are chosen at random in some other pre-
scribed intervals, such that Qr < |p/2|. If satisfy Equation (3), set it as the secret key, otherwise
generate secret key again.

p ∈ [dQ2(max{r1, r2})2 +Q2(max{r1, r2}) +
Q2

4
e,+∞] (3)

Encrypt(p,m): Given a bit m ∈ ZQ, calculate the ciphertext as

c = pq +Qr +m

where the integers q, r are chosen at random in some other prescribed intervals, such that Qr <
|p/2|.
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Decrypt(p, c): m = (c mod p) mod Q.

Additive homomorphic property: (c1 + c2) mod p mod Q = m1 +m2.

Multiplicative homomorphic property: (c1 · c2) mod p mod Q = m1 ·m2.

The interval of key generation is determined by the method of amplification as follows.

Q(Qr1r2 + r1m2 +m1r2) +m1m2 < Q2(max{r1, r2})2 + 2Q(max{r1, r2})max{m1,m2}+
Q2

4

< Q2(max{r1, r2})2 +Q2(max{r1, r2}) +
Q2

4
< p

(4)

The key selection process is shown in Figure 1.

Figure 1: Key selection process

4.3 An Example

For m1 = 5, m2 = 1, server computes function f(m1,m2) = m1 +m2. Given m ∈ ZQ, Q is any prime.
Suppose that one client sets Q = 11, r1 = 57, r2 = 85, q1 = 1325, q2 = 5538. By Equation (3), the
secret key interval is p ∈ [d884540.25e,+∞]. If the original generated session key doesn’t belong to
this interval, client requests it again until it belongs to this interval. So randomly choose session key
p = 884543.

c1 = pq1 +Qr1 +m1 = 884543 · 1325 + 11 · 57 + 5 = 1172020107.

c2 = pq2 +Qr2 +m2 = 884543 · 5538 + 11 · 85 + 1 = 4898600070.

Additive homomorphic:

c1 + c2 mod p mod Q = 6070620177 mod 883678 mod 11 = 6.

Multiplicative homomorphic:

c1 · c2 mod p mod Q = 5741257778191607490 mod 883678 mod 11 = 5.
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5 New Model

For i = 1, . . . , n, let mi ∈ ZQ. When we want to compute m1 +m2 + . . .+mn using FHE scheme, we
can rely on this model which describes in following Figure 2.

Figure 2: The New Scheme

We generalize this scheme for n inputs in client-server computing scenario. For example, a client
wants to compute m1 + m2 + . . . + mn. All p1, . . . , pn−1 are selected according to Algorithm 1. Q is
published. The client encrypts m1,m2 ∈ ZQ and chooses q1, q2, r1, r2, p1 according to above revised
theme, sends c1, c2 to the server. Then the server computes m1 +m2 by converting into corresponding
c1 + c2 with q1, q2, r1, r2, p1 and client decrypts c1 + c2 as m1 +m2. Next, encrypt m1 +m2,m3 ∈ ZQ
separately with q3, q4, r3, r4, p2, and computes c1 + c2 + c3, . . . ,+cn. Finally, client obtains result of
m1 +m2 + . . .+mn.

6 Conclusion

We want to emphasize how to determine the value range of the session key and analyze the cause of
the error. There are two reasons for the error: the interval of the key is not determined, the difference
between the polynomial and the algebra for the modular arithmetic is neglected. Choosing a random key
in the correct domain is a basic operation. In this paper, we perform FHE scheme with the appropriate
key in the client-server scenario. We solve the previous error situation and get the correct result. Finally,
the symmetric version of Nuida-Kurosawa FHE scheme has been improved. In the future, we will apply
it to other scenarios and study the asymmetrical version of Nuida-Kurosawa FHE scheme.
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Abstract

Software engineering moved from traditional methods of software enterprise applications to com-
ponent based development for distributed system’s applications. This new era has grown up for
last few years, with component-based methods, for design and rapid development of systems, but
fact is that , deployment of all secure software features of technology into practical e-commerce
distributed systems are higher rated target for intruders. Although most of research has been con-
ducted on web application services that use a large share of the present software, but on the other
side Component Based Software in the middle tier ,which rapidly develops application logic, also
open security breaching opportunities .This research paper focus on a burning issue for researchers
and scientists ,a weakest link in component based distributed system, logical attacks, that cannot
be detected with any intrusion detection system within the middle tier e-commerce distributed ap-
plications. We proposed An Approach of Secure Designing application logic for distributed system,
while dealing with logically vulnerability issue.

Keywords: Application Architecture; Application Logic; Component-Based-Development; Design
Flaw; Logical Attack; Web Software Risk

1 Introduction

Advent of the e-Commerce ushered in a new period pervaded by sense of boundless excitement &
opportunities. However, need to think of risks as mere opportunities, the reason being that, in most
business environment, the number or size of the risks taken usually to the number or size of the
advantages to be gained. Today, vendors of e-Commerce systems are relied solely on secure transactional
protocols such as SSL, TSL Nevertheless; the advancement of the security field has proved that vendors
of e-commerce systems can not solely rely on secure transaction protocols such as SSL an encryption
protocol promoted as proof of 100 % security by e-commerce vendors [1, 11].

Lost in the hype are the real security risks of e-commerce security is more than secure transactional
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protocols, cryptographic schemes / techniques, parameter security, Intrusion detection systems etc,
these attributes make up only some part of security, privacy & client trust of e-commerce [4].

The software that executes on the either end of the transaction-server-side or client-side software poses
real threats to the security, privacy in e-commerce systems. Two familiar adages play an important
role in understanding to secure e-commerce systems (1) A chain is only as strong as its weakest link
(2) in the presence of obstacles, the path of least resistance is always the path of choice [2]. Although,
the security issues of the front-end & back-end software systems in e-commerce application warrant
equal attention for complete security in e-commerce . This research paper focus is to represent the
weakest link in e-commerce system which is based on CBS in middle Tier; we will also prove through
experiment, logic subversion attack that cannot be detected with any intrusion detection system within
the middle tier based application logic.

1.1 Contribution

Our work makes two important contributions, related to web insecure software development practices.
This explained three categories of operational vulnerabilities; our target is Application Logic operational
vulnerabilities that can be because of (1) design weaknesses, or (2) system configuration errors that
may leads calling wrong component operation. We have proposed UML Based Secure Designing for
Application Logic and system’s integration testing model with applicability of system unification process
for assurance purposes.

1.2 Type of Scientific Research

This research de-pends on exploratory research project that targets new idea about application vulner-
ability to scope out extent of business logic phenomena problem to generate idea about this phenomena.
Proposing through UML based secure design modeling & system integration testing model with appli-
cability of unification process for assurance.

2 Application Business Logic

The business logic describes the steps required to complete or perform a particular action as defined
by the application developer, this is also called business logic because it contain business rules in
e-commerce system in the middle tier. Modern web application implements business logic & its use
changes the state of the business (as captured by the system) [12,13]. Web application executes business
logic & so the most important models of the system focus on the business logic & business state, that
refer to business rules as defined within an application of e-commerce to perform a particular action
based on designing & implementation [12,13,19].

The middle tier of e-commerce servers that implements the business application logic represents the
functions or services that a particular e-commerce site provides. As a result, a given site may often
employ custom-developed logic. As the demand for e-commerce services grows, the sophistication of
the business application logic grows accordingly [2, 4].

3 Component-Based-Software Role in Business Logic & Con-
cerns

A framework that provide a way to distribute a self-contained piece of software in forms, called “Objects”
or in generally” Components” is encapsulated in a standard that can interoperate with other components
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in a framework such as JavaBeans, COM,DCOM & CORBA [2]. E-commerce sties offer more than front-
end servers; however. They will usually run complex middleware programmes such as CGI, Java servlets,
Application servers & Component-based-Software such as Enterprise Java Beens, Java 2 Enterprise
Edition (J2EE), CORBA, COM & DCOM Components. Basically, Component-based-Software idea
is to develop, purchases & reuse industrial-Strength Software in order to rapidly prototype business
app-logic [17]. One of the more popular component frame works for e-commerce application is EJB,
which support Component –Based Java Been. Other Component based technology models include the
common object request broker architecture (CORBA) an open standard developed by OMG & Common
object model by Microsoft & DCOM which support .Net environment [4].

The component frameworks are the glue that enables software components to provide services, busi-
ness app-logic & uses standard infrastructure services such as naming, persistence, introspection &
event handling, while hiding the details of the implementation by using welldefined interfaces [4]. The
business application logic is coded in software “Components” that can be “Custom-Developed or pur-
chased Commercial-off-the-shelf” [4]. In-addition to supporting the CGI functions, component –Based
Software is expected to enable distributed B2B applications over the internet, and as that market
for component–based software heats up, many standard business application logic components will be
available for purchase off the shelf [4].

The application servers provide the infrastructural services for particular component models such as
EJB, CORBA, COM, and DCOM. They also provide an interface for the business application logic to
back-end services such as database management, enterprise resource planning (ERP), & legacy software
system services [3, 4].

Figure 1: Component based business application logic

There is no doubt that component based software provide numerous benefits, but it poses security
hazards similar to CGI scripts. CBS enables Software development in general –purpose programming
language such as Java, C & C++.As these components execute with all rights & privileges of server
process same, same like CGI they process untrusted user “Input” because Component based software
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can be used to build sophisticated large-scale applications, errors are unarguably more likely with CBS.
Regardless of the implementation Application serv-ers-the security risks of server side software are
higher & therefore server-side software must be carefully designed & implemented. One reason for
the emergence of Components-based-software on e-commerce sites is the complexity of the software
necessary to implement business application logic. This complexity, in turn, introduces more software
flaws that can be exploited for malicious gain.

4 Web Software Application & Component-Based-Development
Risks

Modern web applications run large scale software applications for e-commerce, Information-distribution,
Entertainment, Collaborative research work, Surveys, & numerous other activities.

They run distributed hardware platforms & heterogeneous Computer systems. The software that
powers Web applications is distributed, is implemented in multiple languages & styles , incorporates
much reuses & third-party components , is built with cutting edge technologies as stated (section
Component based Software) & must interface with users, other web sites & databases. Although.
Server-side components are relatively new to the component market. Benefits enable the developer to
provide solutions that run on a per server basis. These components serve many clients simultaneously
without significant performance loss. Server-side components can also be upgraded efficiently removing
the complexities of updating potentially thousands of desktop machines.

Component logic is often run on powerful servers as opposed to a desktop machine [9]. This makes
the server-side component an excellent candidate for systems that require efficient throughput and
performance [20]. The word “heterogeneous” is often used for web software, it applies in so many
ways that the synonymous term “diverse” is more general & familiar, & probably more appropriate [5].
The software components are often distributed geographically both during the development & deploy-
ment (diverse distribution), & communicates in numerous distinct & sometimes novel ways (diverse
communication) [10].

Web-based-software systems by integrating numerous diverse components from disparate sources, in-
cluding custom-built special-purpose applications, customized “Commercial off-the-shelf Software Com-
ponents & third-party products [5]. Much of the new complexity found with web-based applications
also results from how the different Software components are integrated. Not only is the source unavail-
able might be hosted on computers at remote, even competing organization. To ensure high quality for
the web systems composed of very loosely coupled components, which seriously required evaluate these
Components connections [6].

Web software Components are coupling more loosely than any previous software application(Jeff Of-
futt,2002).As it is stated above that e-commerce sites offer more than front-end servers, they usually run
complex Middleware programmes such as CGI Scripts, Java Servlets, application Servers & Compo-
nent-Based-Software such as EJB Java Beans, J2EE, CORBA, COM & DCOM Components-Based
Solution. One reason for the emergence of this Component-based software on e-commerce sites is the
complexity of the software necessary to implement business application logic. This Complexity, in turn,
introduces the more Software Flaws that can be exploited for malicious, gain [3, 22].

The web‘s function & structure have changed drastically, particularly in the past couple of [5],
example of a changes in last couple of years idea use of web 2.0 feature Ajax (The Ajax engine is the
client-side code that handles calls between the client & server) .

Typically this would be a library of JavaScript function included on the page [7], more prone it
is to have flaws in that any attacker with basic skills can use proxy software (or call script functions
directly)to bypass the intended logic/business logic due to complexities involved & since more appli-
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Figure 2: Traditional tightly coupled software system vs. extremely loosely coupled web software
systems

cation logic is being delegated to web browser , this idea of Ajax is leading to open flaw which allows
intruders to easily read the source code & look for weakness area in the system middle-tier application
logic. Sharing business logic client-side reveals source information of the complete system, which is too
dangerous combining representation logic, rendering logic & business logic & resides business logic client
& Application server-side. For example, Ajax-enable application with multiple levels of user account it
was found that the site employed one JavaScript include file for the entire client-side logic. This meant
that an anonymous user with trail account could see the logic behind the administrator-level service
call. The locations of all administrator service script were disclosed, providing invitation a definitive
map of application to a potential attacker to attack business logic in the middle-tier, therefore, in this
scenario EASI framework also get failed to protect the system integrity & security. Web sites are now
fully functional software systems that provide business-to-customer e-commerce, busi-ness-to-business
e-commerce & many services to many users.

The growing use of third-party software components & middleware represents one of the biggest
changes in the e-commerce web software-Application systems so as Security; integrity has threat because
of the Flaws in the design.

The business application logic is a key weak link in security of many online sites. Typically, applica-
tion subversion attacks as well as data driven attacks exploit weakness in this web app-software.

5 Security Properties Violations in Middle Tier

The violation in the middle tier is real caused based on business rule, in a way, those are deployed,
basically indicate serious violation and related Integrity & security. Component based software that
develops rapidly business application logic can be Custom-Developed/COTS that may have flaws in
design of its web software application. The use of component based software risks, cause of these
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logical vulnerabilities that may lead towards subversion, misuse or circumvent the steps deployed by
the application function.

The major cause of web insecurity is insecure software development practices. Operational security
vulnerabilities generally have three main causes:

1) Design weaknesses;

2) Implementation/coding vulnerabilities;

3) System configuration errors.

Addressing design weaknesses ,especially important because these weaknesses are not corrected easily
after a system has been deployed. We are working on operational vulnerabilities in the middle tier of web
based information system that is composed with Components, not on traditional software techniques
as used to be in the past.

As that, it is explained three categories of operational vulnerabilities, our target is Business Appli-
cation Logic operational vulnerabilities that can be because of (1) design weaknesses, or (3) system
configuration errors that may leads calling wrong component operation.

Unfortunately, even simple flaw in the complex middleware layer can provide the leverage neces-
sary to bypass even strong authentication schemes. Whereas most front-end & Back-end systems are
commercial-off-the shelf (COTS) software packages, a good portion of the middleware software is nec-
essarily custom-development in order to implement every business’s particular application logic.

The most significant weak link in server-side systems is the middleware layer. Therefore, a strong risk
management plan will focus on providing rigorous software assurance for the middleware software [3].

“A software system’s security & its integrity only as secure as its weakest component” [14].
Security problems originate from flaw in software design, and configuration management. These

flaws are leveraged by the users of the software by malicious or accidently providing a level of access &
privilege that would not otherwise be granted by the programme [1].

A flaw become the cause to represent vulnerability in the underlying software mitigating a flaw
typically involves significantly more effort than simply modifying a few lines of code. Please note
another point that problem does not solely in the implementation, the implementation that follows the
design flaws & based on component-based (COTS) software that might contain the flaws. For example
, the classical example, for instance performing sensitive business logic in a tainted client application is
a design flaw that cannot be mitigated by simple measure such as modification array bounds.

Designing software behave, is a process that involves indentify & codifying policy & logic, then
enforcing that policy & logic with reasonable technology to perform certain function or activity. There
is no silver bullet for software security. Advance technology for scanning code is good at finding
implementation-level mistakes, but there is no substitute for experience [15,16].

6 Application Logic Attacks Operation

Unlike, common application technical attacks, such as SQL injection or buffer overflow, each application
logic attack is usually unique, since it’s not mentioned or part of any taxonomy of web application
attacks, and since it has to exploit a function or feature that is specific to the application. Since,
application logic attacks are not based on characteristics like buffer overflow which can be characterize
them as other technical vulnerabilities in the web application (SQL, SSI or buffer overflow).This makes
it more difficult for automated vulnerabilities testing TOOLS to identify or detect such vulnerability
class of attacks because they are caused by the flaws in Logic & not necessarily flaws in the actual Code.



I.J. of Electronics and Information Engineering, Vol.11, No.1, PP.25-39, Sept. 2019 (DOI: 10.6636/IJEIE.201909 11(1).04) 31

When application logic attacks are successful, it is often because developers do not build sufficient
process validation & controls into application logic. This lack of functional flow control of logic allows
attacker to perform certain steps incorrectly or out of order of the defined Logic.

An experiment conducted to demonstrate attacking on application’s business logic in the scenario
of the (SOAP) by injecting code in the SOAP message. In this case, as we know all that (SOAP) is
a message-based communications technology that uses the XML format to encapsulate data. It can
be used to share information and transmit messages between systems, even if these run on different
operating systems and architectures. Its primary use is in web services, and in the context of a browser
accessed web application, you are most likely to experience SOAP in the communications that occur
between “Application Components” [8].

SOAP is often used in large-scale enterprise applications where individual tasks are performed by
different computers to improve performance (W3C.org). It is also often found where a web application
has been deployed as a front end to an existing application. In this situation, communications between
different components may be implemented using SOAP to ensure modularity and interoperability. Be-
cause XML is an interpreted language, SOAP is potentially vulnerable to code injection in a similar
way as the other examples [18].

XML elements are represented syntactically, using the “Metacharacters” <> and /. If user supplied
data con-taining these characters is inserted directly into a SOAP message, an attacker may be able to
interfere with the structure of the message and so interfere with the application’s logic or cause other
undesirable effects [19].

A “Banking Application” in which a user initiates a funds transfer using an HTTP request like the
following:

In the course of processing this request, the following SOAP message is sent between two of the
application’s back-end components:

Look how the XML elements in the message correspond to the parameters in the HTTP request,
and also the addition of the ClearedFunds (Component). At this point in the application’s logic, it has
determined that there are insufficient funds available to perform the requested transfer, and has set the
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value of this Component to False, with the result that the component which receives the SOAP message
does not act upon it. In this situation, there are various ways in which you could seek to inject into
the SOAP message, and so interfere with the application’s logic. For example, submitting the following
request will cause an additional ClearedFunds (Component) to be inserted into the message before the
original element (while preserving the SQL’s syntactic validity). If the application processes the first
ClearedFunds (Component) that it encounters, then you may succeed in performing a transfer when no
funds are available:

If, on the other hand, the application processes the last ClearedFunds (Component) that it encoun-
ters, you could inject a similar attack into the ToAccount parameter.

A different type of attack would be to use XML com-ments to remove part of the original SOAP
message altogether, and replace the removed elements with your own. For example, the following
request injects a ClearedFunds (Component) via the Amount parameter, provides the opening tag for
the ToAccount (Component), opens a comment, and closes the comment in the ToAccount parameter,
thus preserving the syntactic validity of the XML:

A further type of attack would be to attempt to complete the entire SOAP message from within
an injected parameter and comment out the remainder of the message. However, because the opening
comment will not be matched by a closing comment, this attack produces strictly invalid XML, which
will be rejected by many XML parsers:

In most situations, you will need to know the structure of the XML that surrounds your data, in
order to supply crafted input which modifies the message without invalidating it. In all of the preceding
tests, look for any error messages that reveal any details about the SOAP message being processed. This
will disclose the entire message, enabling you to construct crafted values to exploit the vulnerability.

Experiment Result:

Hence, we have derived the result from this experiment, that application’s component logic can be
subverted, even if, application follows absolutely correct functionality. This course of action proved the
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claim that such attack subversion of application logic cannot be detected, even if EASI frame work
of security deployed, failed to filter or catch this security breach attempt. Through this experiment
research, it is concluded that business logic layer in n-tier applications need for such a design strategy
is motivated by the fact that logical flaws do not show patterns or signatures and, thus, their discovery
cannot be automated.

7 Previous Model of Security EASI for e-Commerce System

Actually previous model EASI does not meet the com-plete solution since it’s also based on COTS
Security Products these security services are used through API,s of Security services as mentioned
within the Model EASI [21] provides a common security framework to integrate many different security
solutions to securely connecting Web servers to back-office data Stores. The key security services of
this model authentication, authorization, cryptography, accountability, and security administration.

Therefore, since the nature of business application logic vulnerabilities are varied, as explained above
in the experiment and in Section 6.1,7, which is reason why explained above EASI framework does not
control those problems in the business application logic to be attacked or violation its integrity & logical
functions.

8 Proposed UML Based Secure Designing for Application Logic

One of the first steps in system design should be the analysis of the possible attacks to the specific system
and their consequences when successful. This analysis can be used to define the countermeasures that
need and will also be useful later to evaluate the system security.

Identifying the components that needs to be secured, is a very important factor and first stage in
the designing a secure environment for system. Next mechanisms that can be used to secure those
components need to be identified. It is then necessary to understand which mechanisms are to be put
together to secure the components thus giving rise to a secure development scenario.

In the n-tier distributed–computing environment, front-end presents presentation logic which invoke
the business logic for the submitted request then the business logic layer hosted application interacts
with the data tier & its logic for requested enquiry and computes the results that will be delivered to
the presentation-logic layer.

Typically , security senility increases its flow from the first layer towards the last such partitioning
into zones helps define the security requirement for the environment & the design of the topology to
the host the components. It is also need to make sure that every aspect of the application’s design is
clearly mentioned in the sufficient detail to understand every assumption made by the designer and all
such assumption must be explicitly on the record within design plan.

For example, sources code is clearly commented purpose & intended uses of each component and
assumption made by each component about anything that is outside of its direct functional control.
It is also important to reference to all client code which makes use of the component and clear to it
effect could have prevented the Logic flaw within the online registration functionality as defined in
the example in that case “client” here refers not to the user end of the client-server relationship but to
other code for which the component being considered is an immediate dependency. When implementing
functions that update session data on the basis of input received from the user or actions performed
by the user, reflect carefully on any impact that the updated data may have on other functionality
within the application unexpexted side effects can occur in entirely unrelated functionality defined by
a different programmer or even a different development team.
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8.1 UML Based J2EE Secure Design Modeling for Application Logic

Designing of application for e-commerce distributed system in a tier is also very important since many
attacks are cause of design flaws in the e-commerce systems such logical flaws do not often refer to
component based flaws but also architectural, component modeling to set the logic of application while
using business rules related to the particular business or activity. Therefore , it is very important to
define clearly architectural design of topology in which system going to design for deploy by separating
each tier clearly , second stage focus on the appli-cation logic design strategy & policy with that compo-
nents have to function under given business defined rule/policy , third stage refer to design strategy for
components which dynamic web content is used to tailor an individual’s interactions with a web site
& provide users with more interactive information. Dynamic content may be rendered in various form,
such as static HTML files, Java Script or JSP file rendered using component supported environment
such as Java servlets in a J2EE invokes business –logic application hosted middle tier to access back-end
business data.

Figure 3: UML based secure design J2EE component based application logic modeling

In the above given example of attack as it is stated that always follow right principles of web applica-
tion software engineering in the right technology environment support for component interoperability &
security. it is noticed in the example that threat to the application integrity & application dependability
based on the design flaw & engineering of the component while defining logic for e-commerce system
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web application software by merging all logic and invoke the direct access using servlets through JDBC
to the back-end having bypass the middleware process or without encapsulating the business logic in
an enterprise bean, it also define screening as a shield to the organizational resources by restricting
unauthorized people to access valuable data or temper the resources.

8.1.1 Validation for the proposed UML Based Secure Design J2EE Component Based
Applica-tion Logic

Business-level- Process Integration is based on business component’s integration, which takes part to
process a certain job/task event. This comes into being because of business logic inside a component.
When we talk about business process integration, it means integrating business component’s business
processing logic, this integration completely rely upon “Business” component’s Interface. A compo-
nent interface is self-descriptor that provides specification, which defines component offers, what service
such as, Account service provided by Account Component interface (as given above example experi-
ment study), this is called Component interface specification, it reflects component’s business process
functionality, and indicates a component offer a particular service [24].

By using this specification, we can derive a component’s syntax and semantics to determine its
provided and required interfaces. The provided interface is a collection of functionality and behavior
that collectively define the service a component provides to its associated clients. It may be seen as the
entry point for controlling the component, and it determines what a component can do. If we look at a
component from the point of view of its provided interface, it takes the role of a server. If we look at it
from the point of view of its required interface, the component takes the role of a client. Provided and
required interfaces define a component’s provided and required contracts [25].

8.1.2 Integration and System Testing Approach

Components and integration level testing is therefore often confronted with the problem that the service
provided by the component or a group of components under test (the SUT) requires functionality of
components which are not ready for integration. Delays of the component and integration level testing
process can be avoided by the development of emulators for the missing functionality and an elaborated
project plan which considers the integration order of the components. This integration level testing
shows, how the UML Testing Profile (UTP by (OMG)) can be utilized for this kind of testing [23].

Since model-based integration and system testing does not require all component realizations .Models
can usually be available earlier than realizations, this model-based I & T technique enables earlier
detection and prevention of problems when compared or matched to real system testing.

Furthermore, models usually allow easier adaptation and configuration than realizations, which means
that they are well suited for system testing under different conditions. Especially for exceptional
behavior testing, creating the non-nominal test conditions, e.g., a broken component, is usually easier
and less expensive when models are used instead of realizations. Besides that this improves the coverage
and thus the quality of tests, the ability to rapidly change test conditions using models also improves
the efficiency of test execution. As such, model-based system testing not only allows earlier testing, but
it also increases the risk reduction rate for the test phase.

Figure 4 contains a graphical representation of mod-el-based integration and system testing. When
only the depicted components C1 and Cn are considered, the figure shows that component C1 is
represented by model M1, while component Cn is represented by realization Zn. Using the model-based
integration infrastructure IMZ, model M1 and realization Zn are integrated, yielding the model-based
integrated system {M1, Zn} IMZ.This early representation of the system is then tested on the system
level using tests derived from the system requirements R and the system design D, which is graphically
represented by the dashed arrow .
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Figure 4: Integration and system testing model

8.2 Systems Unification Approach for Application Process & Assurance
Properties

In cooperating our design model through model-based approach in component-based-software develop-
ment, would promotes as a means to achieve cost-effective, high quality of assurance in the development
and platform-independent design. This approach is a means of realizing the “correct by construction
philosophy” where by flaws in a product design are discovered early at the design stage, such as com-
ponents integration flaws. By using this approach, we can extract the integration flaw/fault existing
between the components interfaces, interacting with each other in the system, that is composed with
the component’s integration on the bases of their “business process functionality”.

Component’s realization contract artifacts help to understand design and applicability of its transfor-
mation into model-based application process for assurance properties unification that can be achieved
by its interconnection relationship behavioral study.

Application of extracted test design for an e-commerce system should follow a complete plan.

1) Scenario-based-approach for modeling business scenario to generate test scenarios from extracted
Test design.

2) Selecting integration strategies of components matching with requirement specifications & their
offered and used interface, design drivers and stubs.

3) Derive test scenarios from business scenarios and business flows of components, and derive test
cases by analyzing business data. Limits of Conducted Practice:

The above proposed secure design strategy successfully, practiced at above mention e-commerce
industry. Due to ethical right and their company policy, snapshots of integration or component test
(Diagnostic specification) out come not allowed exposing publically.
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Figure 5: System s unification approach for application process & assurance properties

Figure 6: Component’s interconnection relationship design by contract
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9 Conclusion

Attacking an application’s logic involves a mixture of systematic probing and lateral thinking. As we
have identified, there are various key points’ checks that one should always carry out to the application’s
behavior.

Often, the way an application responds to these actions will point towards some defective assumption
that can violate, to malicious effect.

Therefore, common sense is a appropriate tool while designing secure web application software and
deploying component based business logic into the system. Application system developer must focus
on security besides the functionality, because this functionality can be productive, when it works as per
and within its functional control defined business policy into the e-commerce systems.
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Abstract

Artificial intelligence has revolutionized the financial industry and deploying Artificial Intelli-
gence in Nigeria Financial Industry will unlock significant opportunities that would transform retail
lending, product design, and the overall banking model to the mass market. The need for AI in
Financial Industry with the conditions of the favorable technology, that involves (1) Interaction of
speech recognition software, mobility tracking systems such as GPS and Wi-Fi, and even gesture
interpretation. (2) Intelligence developments in machine learning are opening the way for advanced
applications. (3) Data, on which the amount of data is set to grow even faster in Financial Industry,
since Artificial Intelligence is fed by data.

Keywords: AI; Big Data; Blockchain; Financial Industry

1 Introduction

Artificial intelligence is such a broad category that it defies simple description, but typically refers to
a suite of modelling techniques that bring together some combination of the following: huge data sets,
non-traditional (i.e., including unstructured and changing) data, demonstrating complex relationships
between variables sometimes result in opaque (“black box”) models, and models with rapidly time-
varying structures. As AI provides previously unknown insights, banks are implementing AI models in
order to increase revenue or reduce cost through better and faster decision-making. Customer segmen-
tation, fraud detection, price optimization, compliance monitoring, and loss forecasting are only a few
examples of areas where financial institutions have built models using a range of approaches such as
clustering algorithms, deep neural networks, and sentiment analysis [31].

The Financial Stability Board (2017) defines Financial Technology as “technologically enabled finan-
cial innovations that could result in new business models, applications, processes, or products with an
associated material effect on financial markets and institutions and on the provision of financial ser-
vices” [9], this progress in technology is also propelled by the enormous volume of data from customers
and market players with the automation as well as digitalization of financial services – banking, insur-
ance and trading. Data explosion is clearly the key-enabler [15]. The opportunities for the application
of AI in banking are immense and we expect the effect to grow significantly in the next few years.
Research by the international Data Corporation forecasts that globally, AI solutions will continue to



I.J. of Electronics and Information Engineering, Vol.11, No.1, PP.40-47, Sept. 2019 (DOI: 10.6636/IJEIE.201909 11(1).05) 41

see significant corporate investment over the next several years, achieving a compound annual growth
rate of 54.4% through to 2020 [29]. Artificial intelligence will enable financial services companies to
completely redefine how they work, how they create innovative products and services, and how they
transform customer experiences [13].

Blockchain, Artificial Intelligence, Big data, Adoption of Artificial Intelligence and development in
financial Industry. Artificial intelligence (AI), often called machine intelligence, is intelligence demon-
strated by machines, in contrast to the natural intelligence displayed by humans and other animals.
Financial institutions have long used artificial neural network systems to detect charges or claims out-
side of the norm, flagging these for human investigation. The use of AI in banking can be traced back
to 1987 when Security Pacific National Bank in US set-up a Fraud Prevention Task force to counter
the unauthorized use of debit cards. Programs like Kasisto and Money stream are using AI in financial
services [10].

2 Blockchain

According to Global Fintech Report 2017, 77% of Fintech institutes expect to adopt blockchain as part
of an in the production system or process by 2020. Blockchain provides a very high level of safety
and security when it comes to exchanging data, information, and money. It also allows users to take
advantage of the transparent network infrastructure along with low operational costs with the aid of
decentralization. These characteristics make Blockchain reliable, promising and in-demand solution for
the banking and finance industry [21] (See Figure 1).

Figure 1: Applications of blockchain in finance

Blockchain with the main application to crypto-assets, with main risks arising from fraud detection,
money laundering risk, IT operational risk and cyber risks [8]. The World Economic Forum estimates
that, by 2017, 80% of all Banks are going to initiate projects concerning Distributed Ledger Technology
(DLT)–the underlying technology supporting a Blockchain. In the past 3 years, Fintech startups working
on Blockchain have attracted venture capital funding of over $1.4 Billion. During the same period,
over 2500 patents have been filed and over 90 Central Banks are presently engaged in DLT related
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discussions worldwide [19]. Since 2015, a number of major international financial institutions have
begun to formulate plans for the blockchain sector. Goldman Sachs, J.P. Morgan, UBS, and other
banking giants have all established their own blockchain laboratories, working in close collaboration
with blockchain technology [9].

Blockchain technology is based on the concept of sharing information across different parties and
consensus during transactions, and thereby helps in saving on reconciliation cost between banks [19].
This also helps in preventing losses because of documentary frauds [3]. Blockchain’s disruptive nature is
derived from its ability to transform almost any process, from basic documentation, to settling complex
contracts across geographies. This inherent capability is alluring to finance and banking, decision-
makers, who believe its disruptive power is good for their industry [25]. Recently, the banking industry
has started investing in a wide range set of projects and start-ups providing blockchain based solutions
as this technology provides a high level of safety for storing and transmitting data, distributed and
transparent network infrastructure, decentralization and low cost of operations [22].

Banks have increased conducting tests of decentralized asset technology and implementing blockchain
in the business process. As blockchain itself holds an immutable ledger that records all transactions
in the chain, if a large number of transactions are being processed by the network, a huge volume of
data gets collected and AI techniques can be used to process and classify the data. Telcoin [26], the
feature of blockchain smart contracts gives the ability to program the blockchain to govern transactions
among participants involved in decision making or generating and accessing the data [13]. Most credit
and financial institutions cannot carry out their work without a number of mediators, while their
participation make the services of these institutions much more expensive. The implementation of
blockchain will enable unnecessary mediators to be abandoned and provide customers and banks with
cheaper services [27].

3 Big Data

The financial services industry is spending to enable itself to parse big data, extract the preferences and
spending habits of each individual customer and drive the personalization of services.” [30]. This banking
and financial industry is one of the biggest adopters of big data technologies; Banks internationally have
started to harness the power of data to derive utility across various parts of their functioning. Big data
in financial industry is defined as tool that allows an organization to create, manipulate, and manage
large sets of data in a given time and the storage that supports such voluminous data [4], analyzing
big data allows analysts, researchers, and business users to make better and faster decisions using data
that was previously inaccessible or unusable [11].

Switching to Big Data will allow them to process this information faster, avoiding any potentially
embarrassing situations; it will allow the banking industry to track customers’ credit card and loan
limits, ensuring that they don’t over spend [17]. There is huge potential for banks to realize value from
the data available to them. It has been said that data is the new oil. AI is a natural fit for”mining” this
data and extracting value for the banks. Banks globally have begun to utilize AI across the banking
value chain to grow revenue, reduce costs, increase productivity and gain strategic insight. It appears
that the AI technology market is dominated by a few giant players: IBM, Google, Microsoft and Intel
from the US and Baidu, Alibaba, and Tencent (“BAT”) from China. There is a feeling of déjà vu
since the same situation exists in the digital platform economy–few companies dominate the market
and basically have monopolies in their specific fields [2].
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4 Adoption of Artificial Intelligence in Financial Industry

Artificial intelligence (AI) adoption, its benefit are already being realized at many large banks across
the globe. According to Tata Consultancy Service (TCS) research, ‘’banking and FS executive found
that investment in AI helped them reduce production costs by 13% [26]. UBS used the help of artificial
intelligence when delivering personalized advice to the bank’s wealthy clients by modeling 85 million
Singaporean individual’s behavioral patterns [19].The adoption of AI in the banking and finance sector
in Nigeria is a part of the larger digital wave occurring within the sector. The use and deployment
of AI in consumer banking, financial products and back-end operations is varied and across different
stages of operations. Though it is not always clear from publicly available information the exact type
of AI technology [18], and the implementation of AI by the seven leading commercial banks in the U.S.
as ranked by the Federal Reserve. Changes in the banking industry directly impact businesses and
commerce, in the convergence of AI and financial technology.

5 AI Development in Nigeria Financial Industry

AI algorithms rely on data or information to learn, infer, and make final decisions. The machine learning
algorithms work better when data are collected from a data repository or a platform that is reliable,
secure, trusted, and credible. Blockchain serves as a distributed ledger on which data can be stored and
transacted in a way that is cryptographically signed, validated, and agreed on by all mining nodes [22].
To gain a competitive edge, financial services companies need to leverage big data to better comply with
regulations, detect and prevent fraud, determine customer behavior, increase sales, develop data-driven
products and much more [31].

This digitization of financial transactions has led to the steady accumulation of massive amounts
of financial and personal data. Today, the financial industry is actively seeking ways to leverage this
data to deliver new and improved services [14]. AI opportunities in financial services are broad-based
addressing needs in risk assessment, financial analysis, portfolio management, credit approval process,
know your client (KYC) & anti-money laundering (AML) systems, various operational and customer
interaction processes and system/data security [6], Artificial intelligence can develop Nigeria Financial
Industry in the following ways.

5.1 Differentiated Customer Experiences

As digital capabilities mature, new technologies emerge and customer expectations continue to evolve,
banks are extending their transformation efforts from digitizing narrowly targeted functions to the
broader digitization of the enterprise [5], new consumer functionalities are being built on existing pay-
ment systems and will result in meaningful changes in customer behavior [12].

Digital bank business models combine frictionless user experiences, deep analytics, scalable cloud-
based platforms and agile transformation methodologies to achieve customer centricity, efficiency, re-
siliency and stability [12]. In addition, artificial intelligence transformations of other industries made
customers more trusting of and comfortable with artificial intelligence financial solutions. It also in-
creased their demand for immediacy and customized products and services. Some of the most prominent
companies are meeting these consumer demands with low cost, convenient ways to transfer money, bor-
row, and invest. Client interactions may increasingly be carried out by AI interfaces with so-called
‘Chabot’s,’ or virtual assistance programs that interact with users in natural language. This section
considers each in turn [23].
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5.2 Price Regulations, Marketing and Managing Insurance Policies

The insurance industry is using AI and machine learning to analyze complex data to lower costs and im-
prove profitability. Since analyzing data to drive pricing forms the core of insurance business, insurance-
related technology, sometimes called ‘InsurTech,’ often relies on analysis of big data. Adoption of AI
and machine learning applications in InsurTech is particularly high in the United States, UK, Germany
and China [23].

5.3 Mitigation of Identity Theft, Fraud and Cyber Crime

AI is being utilized to proactively monitor and prevent various instances of fraud, money launder-
ing, malpractice and the detection of potential risks [24], biometric authentication Identity and access
management coupled with IoT, enable bank managers and security officers to receive automated alerts
about suspicious customer activity to protect against identity theft and fraud [28], Biometric identi-
fication of employees performing transactions on the back end is a crucial step to ensuring identity
protection and reducing fraud. Biometrics in banking will help financial institutions to prevent insider
fraud by establishing secure employee authentication, accountability and concrete audit trail of each
transaction [1].

According to a survey conducted ”Of our survey respondents, 32 percent of the group confirmed
using AI technologies such as predictive analytics, recommendation engines, voice recognition and re-
sponse” [7]. There is now a significant need to reduce a high degree of dependence on traditional TMS –
which are slow to adapt to the dynamic nature of money laundering. AI techniques such as behavioral
modeling and customer segmentation can be used to discover transaction behaviors with a view to
identifying behavioral patterns of entities and outlier behaviors that detect potential laundering [16].
The Monetary Authority of Singapore (MAS) is exploring the use of AI and machine learning in the
analysis of suspicious transactions to identify those transactions that warrant further attention, allowing
supervisors to focus their resources on higher risk transactions. Investigating suspicious transactions is
time consuming and often suffers from a high rate of false positives, due to defensive filings by regulated
entities [23]. MasterCard has also worked to include AI technology as a part of their financial service
network as a way “identifying identities” [24].

5.4 Enhancing Financial Advisory Services

Historically, providing financial advice has been a process driven by developing a personal relationship
between a client and their financial consultant Initially, robo-advisers were viewed as a low-cost way
to attract individuals who did not yet have enough money to make individual personal management
worthwhile. Today, increasing numbers of consumers are more comfortable interacting with computer
systems to address their needs, and most financial companies including Morgan Stanley, Goldman Sachs,
Wells Fargo and Bank of America’s Merrill Lynch unit, J.P. Morgan, E*Trade, Schwab, TD Ameritrade
are pursuing rob-advisor service strategies [5], as the pressure increases on financial institutions to
reduce their rates of commission on individual investments, machines may do what humans don’t- work
for a single down payment.

Regarding automated advice, 76% of our respondents believe that automated advice will grow in
capabilities and sophistication and will increasingly find adoption beyond the mass affluent channel.
“Robo” should not be thought of only as a channel limited to mass affluent clients, but one that will
grow in sophistication and application to core high-net-worth (HNW) clients, and 68% believe that
“robo” as a channel should be increasingly integrated into the advisor practice as an enabling tool [20].
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5.5 Portfolio and Wealth Management

Artificial intelligence to analyze data and draw patterns that can help potential investors choose the
right product for their portfolio, and give insights on price fluctuations in the future. AI-based systems
analyzing a user’s salary, saving, and spending to formulate an efficient financial plan that caters to
their needs [18], bring ‘banking at your fingertips’ for the users who just hate to visit the banks.
It strengthens the mobile banking facility by managing basic banking services. Customers can get
the benefits of automated and safe transactions. They get notification instantly for any suspicious
transaction as per their usual patterns [15].

6 Conclusions

Globally financial industries have begun to utilize Artificial intelligence across the banking value chain
to grow revenue, reduce costs, increase productivity and gain strategic insight. Financial industries
in Nigeria are already adopting elements of AI technologies including software robots to streamline
& automate processes and catboat’s that on more advanced platforms use AI to provide human-like
interaction and dynamic banking services via chat conversations and will significantly reduce cost to
serve each customer allowing banks increase coverage to the unbanked and boost profitability while
providing excellent customer service at a progressively reducing cost. AI has the potential to disrupt
their business and make the important decisions of how and where to invest in AI-based technologies.
This requires understanding the AI technologies and then analyzing the bank’s existing operating model
(including business processes, talent models, legacy systems, data assets, and markets) in order to
identity how to obtain the maximum benefit. I sincerely hope Nigeria financial industry find this research
useful in crafting their organization’s AI adoption strategy, financial industries could use Artificial
intelligence to build or redesign their operating models and processes.

This research study adopts a qualitative approach where previous studies related to artificial intel-
ligence were analyzed and discussed. This study is completely based on the literature review and the
findings and suggestions were recommended based on the analysis review. Various studies related to
Artificial intelligence in the past were considered and critically evaluated in the context of artificial
intelligence in the financial industry to develop the research of the study.
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