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Abstract 

This analytical study provides background on the debate over network neutrality, including the implications for business 

models going forward that have been attempted and that are currently in play. This article explains for a global policy 

audience what the regulatory and governance problems and potential solutions are for the issue referred to as ‘network 

neutrality’, unpacking its ‘lite’ and ‘heavy’ elements. Eschewing technical, economic or legalistic explanations 

previously tackled elsewhere, it explains that increasing Internet Service Provider (ISP) control over content risks not just 

differentiated pricing and speed on the Internet. It explains that a co-regulatory regime may ensure regulatory oversight 

and remove obvious abuses by fixed and mobile ISPs, without preventing innovation, while guarding against government 

abuse of the censorship opportunities provided by new technologies. 

Keywords: Internet Provider; Net Neutrality; Non-Discrimination; QoS. 

1   Introduction 

Over the past ten years, the debate over "network neutrality" has remained one of the central debates in Internet policy. 

Governments all over the world have been investigating whether legislative or regulatory action is needed to limit the 

ability of providers of Internet access services to interfere with the applications, content and services on their networks. 

Net neutrality’ comprises two separate non-discrimination commitments. Backward-looking ‘net neutrality lite’ claims 

that Internet users should not be disadvantaged due to opaque and invidious practices by their current Internet Service 

Provider (ISP). Forward-looking ‘positive net neutrality’ is a principle whereby higher Quality of Service (QoS) for 

higher prices should be offered on fair, reasonable and non-discriminatory (FRAND) terms to all-comers. Neither 

extreme in the debate is an optimum solution. There is too much at stake to expect government to supplant the market in 

providing higher-speed connections, or for the market to continue to deliver without basic policy and regulatory 

backstops to ensure continued openness. Permitting content discrimination on the Internet will permit much more 

granular knowledge of what an ISP’s customers are doing on the Internet. A co-regulatory regime will ensure oversight 

and remove the most obvious abuses by fixed and mobile ISPs. Beyond rules that forbid network providers from 

blocking applications, content and services, non-discrimination rules are a key component of any network neutrality 

regime.  

What constitutes network neutrality? Several definitions are in current use: 

 The ability of all Internet users to access the content or applications of their choice. 

 Assurance that all traffic on the Internet is treated equally, whatever its source, content or destination. 

 Absence of unreasonable discrimination on the part of network operators in transmitting Internet traffic [4]. 

These definitional differences are not a mere matter of semantics. They differ in (1) the degree of focus on access, versus 

the quality of access, versus the price of accessing content and applications; and (2) whether one should be concerned 

with all forms of differentiation, or only with those that are anticompetitive, discriminatory, or otherwise unreasonable. It 

is worth noting at this point that the concern here is not only with traditional text and audiovisual content, but also with 

services such as search engines (such as Yahoo, Google, and Bing) and voice over IP (such as Skype and Viber). The use 

of various forms of quality differentiation for Internet traffic has been routine for decades. Departures from network 

neutrality (i.e. unreasonable discrimination) could raise a number of quite distinct potential issues of societal welfare, 

among them: 
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Anticompetitive behavior: Is there a risk that a network operator with significant market power (SMP) might project its 

market power into upstream or downstream market segments that would otherwise be competitive? 

Innovation: Might a network operator (especially a vertically integrated network operator that possesses some form of 

market power) act as a gatekeeper, inhibiting the ability of content providers or application service providers with which 

it competes from offering new, innovative products or services? 

Freedom of expression: Might a network operator interfere with the ability of its customers to express views with which 

the network operator disagrees? 

Consumer awareness: Do consumers understand the service that is being offered to them, and are they receiving the 

service that has been committed? 

Privacy: To the extent that a network operator treats some Internet traffic differently from other traffic, does this 

necessarily imply that the network operator is delving more deeply than it should into the user’s personal affairs (e.g. by 

means of Deep Packet Inspection [DPI])? 

2  Developing Business Models 

2.1   An Emergence of the Two-Lane Model 

Initially, the net neutrality discussions focused on the different treatment of traffic flows in the public Internet. The public 

Internet is a global system of interconnected networks that use the IP protocol to transport data between the connected 

end points. The adjective “public” in public internet emphasis that ends users can access all information and applications 

on the global Internet from their own end point. This information and the applications are offered, either for free or in 

exchange for payment, by content providers that are connected to an Internet end point themselves as well. The role of 

the public Internet is essentially that of a transport network that connects users and applications providers across the 

globe. In principle, the Internet can support all IP-based services and applications by transporting IP traffic between 

application or content providers and users worldwide. Broadband ISPs play an important role in the public Internet, as 

they provide the Internet Access Service: the part of the Internet transport chain between the home network or mobile 

terminal of the user and the larger ISPs that collectively comprise the Internet core. In general, the Internet access service 

is a best-effort service, e.g., there are no guarantees that IP packets sent over the network reach their destination end point 

within a certain time. This type of best-effort Internet access services matches the best-effort characteristics of the 

Internet core. Providers of Internet Access Services increasingly provide other IP-based services in parallel with the 

Internet access service over same infrastructure. Two well-known examples here are IPTV and IP telephony services 

provided by a range of European ISPs over their DSL, cable and fiber access networks. Although these services are 

delivered over the same network infrastructure as the Internet Access Service, they can in a number of respects be distinct 

from the Internet Access Service. Often, they are offered as “managed services”. Other terms that are used are 

“managed or specialized services” [3] or “additional, differentiated online services”. The adjective “managed” can be 

slightly misleading here, as it does not provide a clear demarcation between these newer forms and the traditional public 

Internet access service. Although the Internet access service and the Internet core are both characterized as best effort, 

they are both subject to various types of management to ensure their efficient and reliable operation. Apart from this, 

application and service providers on the Internet actively monitor and manage their web servers, application stores and 

other resources. Nonetheless, the degree of management and guarantees for managed services is typically higher than that 

for the best-effort public Internet. The co-existence of (services and applications) over the public Internet and managed 

services leads to emergence of the so-called two-lane model [1]. In the two-lane model, the broadband access connection 

of an end user is used to provide him both with the Internet Access Service and a number of managed services. 

 
Figure 1: Two lanes model over a single broadband access 

 

In the public Internet lane, the ISP provides an Internet Access Service to the end user. Through this access service, the 

user gains access to the information and applications on the public Internet. Thus, the user has access to a very large 

variety of information and applications on the Internet, while he only buys the Internet Access Service from his ISP. In a 
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number of cases, the end user is likely to enter into an agreement or contract with a content provider on the public 

Internet. These agreements do not involve the ISP and also do not require any action from the ISP. In the managed 

services lane, the ISP has an agreement with the end user to provide him specific services. There can be a single 

agreement, made directly between the ISP and the end user. There can also be multiple, interrelated agreements, e.g. one 

agreement between the end user and a content provider, in combination with a second, related agreement between the 

content provider and the ISP. Each specific service that an end user buys in the managed services lane requires, in 

principle, an action by the ISP. Typically, part of this action consists of taking measures to guarantee the quality of the 

service, for example through the reservation of dedicated bandwidth. In the public Internet lane, no measures are taken to 

guarantee the quality of specific services. 

Table 1 summarizes the characteristics of the public Internet lane and the managed services lane. It is seen that there are 

substantial differences between the two lanes in two areas that are crucial to net neutrality discussion: openness and 

quality guarantees. 

 Public Internet lane offers more openness.  

As discussed earlier, an end user can access all information and buy services from all content providers on the global 

public Internet via a single Internet access service. In addition to this openness from the end user perspective, there is 

also openness from the content provider perspective: a content provider connected to the public Internet can reach and 

provide services to all end users on the global public Internet. The openness in the public Internet lane is obtained 

through a combination of access and interconnection. The managed service lane, in contrast, has a limited openness. 

Typically, an end user can only choose among the managed services offered by his own ISP. Also, from the content 

provider perspective, the openness can be limited: the content provider is heavily dependent on the end user’s ISP to 

provide the service to a particular end user over the managed services lane. 

Table 1: Characteristics of the public Internet lane and the managed services lane 

 Public Internet Lane Managed 

services Lane 

Services 

provided 

by ISP 

Single service: access 

to the global public 

Internet 

Specific service, 

e.g, IPTV, IP, 

telephony, etc. 

Services 

provided 

by other 

providers 

All services on the 

public Internet (“Over 

the top services”) 

Specific 

services, subject 

to agreement 

between other 

provider and 

ISP 

Agreements 

between 

ISP and 

end user 

Single agreement 

covering Internet 

access service. 

Individual 

agreements per 

service 

Quality Best effort (good but 

no guarantees) 

Typically with 

statistically 

guaranteed 

quality for each 

service. 

 

 The managed services lane offers more quality guarantees.  

In the managed services lane, ISPs can, for example, guarantee the availability of bandwidth for specific services or 

guarantee a small delay of the IP packets. In the public Internet lane, ISPs cannot in general guarantee the quality for 

specific services, because they handle all traffic using the same best-effort approach. They typically aim to achieve a 

good quality for the total of the best-effort traffic they transport, within the technical and economic constraints they have, 

but the performance cannot be guaranteed. 

2.2   Openness in the Public Internet Lane 

One of the attractive and much valued properties of the public Internet lane is its openness. This section analyses the 

combination of access and interconnection through which this openness is achieved. 
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 Through the availability of access at the IP layer (see Figure 2, top right), a content provider can benefit from the IP 

routing and transport capabilities of the ISP. In essence, the access provides the content provider with a path or 

connection to the end user he wants to reach. With the access to one ISP network, a content provider can reach all 

customers of the particular ISP that he is connected to himself.  

 

 
Figure 2: The role of access and interconnection in the public Internet lane 

 

 Because ISP networks are all typically directly or indirectly interconnected through IP peering and IP transit 

agreements, a content provider can not only reach end users connected to his own ISP’s network, but also end users 

connected to other ISP networks (Figure 2 bottom right). Because of the extensive interconnection of today’s ISP 

networks, a content provider can in principle reach every end user over the global public Internet. 

 

Thus, the current degree of openness in the public Internet lane requires both access and interconnection. With access 

only, a content provider can reach only a limited group of end users. If the content provider’s end users are distributed 

over multiple ISP networks, which is a typical situation, it would need to connect its service and application platforms to 

each of these networks, which is difficult and expensive in practice. It is only with interconnection of networks that a 

large group of customers can be reached, without the need to know the specific IP connectivity arrangements of 

individual end users. 

2.3   Quality Guarantees in the Managed Services Lane 

An attractive feature of the managed services lane is the ability to guarantee the quality of the service and applications 

that are delivered. Since the ISP has detailed knowledge of the services that it has agreed to deliver to the end users, it 

can apply traffic management measures tailored to the specific services involved. This is typically done by combining the 

IP QoS mechanisms with bandwidth reservations at the layers below the IP layer. The technology to provide QoS 

assurance on an end to end basis through the entire Internet has been reasonably implementable for perhaps a dozen years, 

yet there is hardly any actual implementation between ISPs, even though QoS is commonly implemented within an ISP. 

There are technical challenges, to be sure, notably including a lack of standardization of QoS levels [10]; however, the 

absence of QoS aware interconnection has much more to do with economic and business factors than with technical ones 

[8]. Among the practical challenges are: 

 Limited demonstrated consumer willingness to pay for QoS, presumably because performance in the absence of 

guarantees is nonetheless sufficient for most purposes. 

 Network effects and the initial adoption hump: QoS-aware interconnection has little value until and unless critical 

masses of ISPs implement it. 

 Challenges in verifying that the other network has in fact delivered the service that it has committed: This difficulty is 

compounded by the understandable reluctance of network operators to make the internal performance of their 

networks visible to their competitors. 

 Challenges with the business model: A basic model for assessing different wholesale charges based on (1) the volume 

of traffic in conjunction with (2) the class of service requested and delivered has been fairly clear for some time[5]. 

Actual implementation would have to address not only the measurement issues noted previously, but also possible 

financial penalties for failing to meet performance level commitments (Service Level Agreements). 

If bandwidth reservations in the access network are used to obtain quality guarantees in the managed services layer, then 
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this can also affect the quality of the services delivered through the public Internet lane. Since both lanes are typically 

provided over a single broadband access connection, they share the network capacity in this part of the transport chain. As 

a result, bandwidth reservations that are beneficial for service delivery in the managed services lane can lead to a lower 

quality for services delivered through the public Internet lane. 

3 Future Business Models Combining Quality Guarantees and Openness 

There is, of course, no certainty as to how business models will evolve in the future. In order to clarify possible directions 

for future evolution, and their relative impact on consumers, we have attempted to identify a number of possible 

outcomes or scenarios, each based on considerations of a two lane (or multiple lane) Internet. They differ chiefly among 

three dimensions:   

 

 The quality and bandwidth available to the public lane, in comparison to that available to the managed services lane. 

Will the public lane offer sufficient bandwidth for over-the-top (OTT) providers? How is the relative balance of 

bandwidth likely to evolve over time? 

 What new services and applications are likely to emerge that might function better with better-then-best-efforts 

quality? Might the evolution of other sectors (health, energy, transport) drive such applications? 

 What market players will have access to the best-efforts lane, and to the managed services lane? 

3.1   Possible Scenarios for the Future Evolution of the Sector Include 

One of the attractive and much valued properties of the public Internet lane is its openness. This section analyses the 

combination of access and interconnection through which this openness is achieved. 

 Little change from today: A two lane Internet has been technically feasible for at least ten years. That it has 

appeared to only a very limited extent may mean that consumers do not want it, or at least that commercial incentives 

are not strong enough to drive the evolution. This is a rather likely option. The managed services lane already exists, 

but it is used mainly for the TV and telephony components of triple play. These two components compete to only a 

limited degree with services delivered over the public Internet lane. 

 Continuation and further expansion of two-lane model: If traffic over the managed services lane were to 

substantially increase, either due to new applications or due to increased use of the managed services lane for forms 

of video that today are in the public lane, might they tend to crowd out services in the public Internet lane? This 

scenario assumes that access remedies remain relative to traditional service, but that the managed services lane is used 

exclusively by the facilities based ISP for its own “walled garden” of services. 

 ISPs open up the managed services lane to other providers: In this scenario, not only does the managed services 

lane expand, but it is made available to competitors of the facilities-based network operators. Capacity planning 

potentially becomes more complex than it is today. 

 End-to-end service guarantees become possible in the public Internet: QoS aware interconnection has been 

technically feasible for many years, but is hardly ever implemented. If it were possible to surmount the quite 

substantial practical obstacles, new uses of the Internet might be enabled. 

In the remainder of this section, we assess these four scenarios in terms of their relative likelihood, and in terms of their 

implications for competition, innovation, freedom of expression, consumer awareness, and privacy. 

3.2   Relative Likelihood 

Given the relative slow pace of change over the past ten to fifteen years in regard to implementation of QoS, it would 

seem that the most likely scenario reflects only gradual change to the status quo. On the other hand, increasing traffic 

volumes might drive a more rapid evolution. As part of Cisco Systems’ annual review of likely trends in Internet traffic 

(based largely on a review of likely take-up of VoIP, video, and sectoral applications), they project a gradual but 

substantial increase in the scope of the managed services lane for both consumer and business traffic [2]. I find their 

projections plausible. 
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Figure 3: Cisco VNI global overall Internet traffic forecast  

 

This would seem to suggest a steady growth in the importance of the managed services lane, but not necessarily to the 

point of crowding out services based on the public lane – at least, not for quite some time. We would also caution against 

simply extrapolating the growth in managed services beyond the period that they have projected – often, there are natural 

limits to the growth of new services, resulting in S-shaped growth curves that “top out” rather than growing exponentially 

without limit. The idea that ISPs might open their managed service lane to competitors is perhaps not as far-fetched as it 

might seem at first blush, even though we are aware of no instance of commercial application today. Several NRAs have 

considered imposing QoS constraints, with different price levels for different mixes of average delay, jitter, and packet loss. 

One of our interviewees also indicated that they have a QoS-aware wholesale offer, but no actual take-up. End-to-end 

guarantees and QoS-aware interconnection pose perhaps the greatest challenges. It is notoriously difficult to bring services 

over the initial adoption hump in a case like this, which is characterized by strong network effects, long value chains, and 

high transaction costs (many ISPs that have to somehow find agreement) [7]. For either the “opening the managed services 

lane” of the “end-to-end guarantees” scenarios, it would be important to arrive at agreed standards on how to interpret QoS. 

Promising work has been done in this area [10], but much remains to be done. 

3.3   Competition 

In terms of competition, “little or no change” is familiar and would appear to be acceptable. Further expansion of a two-

lane model as a series of broadband ISP-specific “walled gardens” would seem to be a somewhat less attractive model, to 

the extent that it implies that the broadband ISP’s own services become increasingly important, and that third parties 

might not be able to offer competitive alternatives that depend on special QoS capabilities. This would effectively confer 

a certain degree of market power on the broadband ISP, even in cases where competitors using LLU, shared access 

and/or bit stream access were effective. This is already the case today, but it might take on increasing significance if 

QoS-sensitive applications were to gain in importance. This form of market power would appear likely to enhance the 

ability of a facilities-based ISP to extract payments from the other side of the market, to the extent that there are 

applications that depend on better-than-best-efforts service. This is arguably a negative consequence. There might also be 

some risk in that scenario of the broadband ISP choosing to permit the public Internet lane to be crowded out in order to 

make its own manages services lane more attractive in comparison to the offers of competitors; however, NRAs in the 

EU seem to have adequate tools to deal with this in the form of the minimum QoS authority provided by the 2009 

amendments to the regulatory framework. If facilities-based operators were to open their QoS-aware managed service 

lane to third parties, and if the opening (and other elements of existing regulation) were effective, then one could expect 

competition to be in good shape. The effect that QoS-aware interconnection would have on competition is heavily 

dependent on how it is implemented, and by which market players. 

3.4   Innovation 

Innovation is not just a matter of physical network access. In the complicated and potentially multi-sided market of the 

Internet, gateways of bottlenecks could serve to inhibit the creation of applications. For example, it is impossible to 

determine which applications might have been developed, but were not, due to the lack of QoS guarantees in the Internet. 

It is also possible for the threat of gate keeping activity to inhibit innovation. From the perspective of innovation, 

scenarios where there is no gatekeeper will tend to preferable to those where there are bottlenecks, other things being 

equal. Some have argued that, in the absence of additional payments from content providers to broadband ISPs, the latter 

will not be motivated to build or maintain their networks. We find this argument unpersuasive; however, from a two-
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sided market perspective, such payments are not necessarily objectionable. In general, differentiation can help bring to 

market new goods and services whose QoS requirements exceed or differ from the market's least common denominator. 

3.5   Freedom of Expression 

The scenarios that entail a gatekeeper will also tend to be less attractive from the perspective of maintaining freedom of 

expression; however, National policymakers are unlikely to tolerate limits to freedom of expression, and will find tools to 

deal with it should problems arise. Examples of network neutrality deviations as a means of interference with freedom of 

expression have been rare in any case. As a possible example, consider the case of a large US broadband provider that 

was alleged in 2004 to have systematically filtered all email messages to its subscribers whose content contained the 

URL of a coalition of activists who opposed the war in Iraq [6]. 

3.6 Consumer Awareness 

In the communications transparent communication of QoS parameters and network management practices has been a 

recurrent theme. We think that there may be scope for continued technical and policy research on better (more 

meaningful, more easily grasped, more repeatable) Internet performance metrics. This is independent of scenario that the 

sector ultimately follows. The scenarios that entail end-to-end QoS assurance, or where the managed lane becomes 

available to competitors, might be slightly superior from this perspective. They tend to depend on a degree of 

standardization of QoS, which is likely to be more readily grasped by consumers. 

3.7 Privacy 

The intersection between network neutrality and privacy is rather limited. The primary concern is that managed services 

could be implemented by means of Deep Packet Inspection, and that DPI potentially makes a great deal of individual 

data available to the ISP. The key questions still relate to how the data is used, and how and for how long it is retained. 

These are still addressed by the e-Privacy Directive. Given that DPI can be used in any of the scenarios (including the 

“little or no change” scenario), this is not a reason to prefer one scenario over another. 

3.8 Comparative Assessment 

Table 2 provides a rough assessment of the relative merits of the alternative evolutionary scenarios. As with any table of 

this type, it should be interpreted with some care. QoS-aware interconnection is in some ways the most promising of the 

scenarios, but it is also the least likely to emerge. 

 

Table 2: Relative merits of different Internet evolutionary scenarios. 

 

4   Evidence-Based Net Neutrality Regulation 

The Internet’s evolution is dynamic and complex. The availability and design of a suitable regulatory response must 

reflect this dynamism, and also the responsiveness of regulators and market players to each other. Therefore, national 

legislation should be future proof and avoid being overly prescriptive, to avoid a premature response to the emerging 

environment. Regulators expecting a ‘smoking gun’ to present itself should be advised against such a reactive approach. 

A more proactive approach to monitoring and researching non-neutral behaviors will make network operators much more 

cognizant of their duties and obligations. The pace of change in the relation between architecture and content on the 

Internet requires continuous improvement in the regulator’s research and technological training. This is in part a 

reflection of the complexity of the issue set, including security and Internet peering issues, as well as more traditional 

telecoms and content issues. Regulators can monitor both commercial transactions and traffic shaping by ISPs to detect 

potentially abusive discrimination. No matter what theoretical powers may exist, their usage in practice and the issue of 
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forensic gathering of evidence may ultimately be more important. An ex ante requirement to demonstrate internal 

network metrics to content provider customers and consumers may be a practical solution. Should packet discrimination 

be introduced, the types of harmful discrimination that can result may be undetectable by consumers and regulators. 

Blocking is relatively easy to spot, but ‘throttling’ or choking bandwidth may be more difficult. A solution may be to 

require network operators to provide their Service Level Agreements both to content providers and more transparently to 

the end-user via a regulatory or co-regulatory reporting requirement. Strong arguments remain for ensuring that ISPs 

inform consumers when they reach a monthly download limit or ‘cap’, ensuring no return to the rationed per-minute or 

per-byte Internet use. As the law and practice stand today, it seems that most customers do not know when they have 

been targeted as over-strenuous users of the Internet, only that their connection has slowed. Once targeted, customers 

generally cannot prove their ‘innocence’ – they have to accept the Terms of Use of the ISP without appeal (except 

theoretically via courts for breach of contract, or regulator for infringement of their consumer rights). The number of 

alternative ISPs is shrinking – not only is the ISP business expensive, leading to concentration in the industry, but the 

costs of renting backhaul from dominant operators is sufficiently high that no ISP would want to offer service to a 

suspected ‘bandwidth hog’. We may expect to see more protest behavior by ‘netizens’ who do not agree with these 

policies, especially where ISPs are seen to have failed to inform end-users fully about the implications of policy changes. 

Regulators and politicians are challenged publicly by such problems, particularly given the ubiquity of email, Twitter and 

social media protests against censorship. Regulators will need to ensure that the network operators report more fully and 

publicly the levels of connectivity that they provide between themselves as well as to end-users. Internet architecture 

experts have explained that discrimination is most likely to occur at this level as it is close to undetectable by those not in 

the two networks concerned in the handover of content. A reporting requirement will need to be imposed if voluntary 

agreement is not possible. As this information is routinely collected by the network operators for internal purposes, it 

should not impose a substantial burden. Regulators should be wary of imposing costs on ISPs that are disproportionate. 

Very high entry barrier co-regulation and self-regulation can curb market entry. Onerous regulation (including self-

regulation) leads towards closed and concentrated structures, for three reasons: 

1) Larger companies are better able to bear compliance costs; 

2) Larger companies have the lobbying power to seek to influence regulation; 

3) Dominant and entrenched market actors in regulated ‘bottlenecks’ play games with regulators in order to increase the 

sunk costs of market entry for other actors, and can pass through costs to consumers and innovators in non-

competitive markets. 

Therefore, any solution needs to take note of the potential for larger companies to ‘game’ a co-regulatory scheme and 

create additional compliance costs for smaller companies (whether content or network operators and the combination of 

sectors makes this a particularly complex regulatory ‘game’). The need for greater research towards understanding the 

nature of congestion problems on the Internet and their effect on content and innovation is clear [9, 11]. 

5   Conclusions 

There have been scattered complaints, some of them credible, of (1) mobile network operators (MNOs) blocking or 

charging excessive prices for VoIP, and of (2) blocking or throttling of traffic such as file sharing.  Despite all of this, 

possible concerns for the future remain.This are a policy area with no perfect solutions. Of course the Internet should be 

open to all, but private investment is the critical component in building a faster Internet. Of course universal service 

should be supported, and there must be some minimum access to the open Internet for all, whether they use a mobile 3G 

connection or a fast IPTV-enabled premium service. In light of the current state of play, we think that it is important to 

avoid inappropriate, disproportionate, or premature action. Based on the findings noted in the previous section, our key 

recommendations are: 

 Do not impose any further network neutrality obligations until there is sufficient experience with the obligations 

already imposed through the 2009 amendments to the regulatory framework to make a reasoned judgment about their 

effectiveness; 

 Support both technical and policy research to enhance the effectiveness of the consumer transparency obligations, and 

to ensure that the minimum QoS obligations can be effectively imposed should they prove to be needed; 

 Continue to study the aspects of network neutrality where complaints may have some basis, including (1) charges and 

conditions that mobile operators impose on providers of Voice over IP (VoIP), and (2) impairment of peer-to-peer 

traffic. 

I am happier limiting my conclusions to emphasize the complexity of the problem than trying to claim a one-sizefits-all 
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solution. 
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Abstract 

Network crime is rising at an exponential level because the world is so interconnected and the internet knows no borders. 

The magnitude of network breaches and attacks have changed in sophistication as incidents have increased significantly 

over the past few years. Security defenses at this present time are failing because, security teams are implementing 

outdated defensive arsenal.  These experts are using legacy platforms that leverage technology that are dependent on 

signatures.  However, in today’s sophisticated network-attacks that occur across multiple vectors and stages, legacy 

platforms will not stand a chance to defend a network. This study will create threat awareness; identify who the network 

threat actors are, find out their capabilities, motivations and objective and identify best practices.  

Keywords: Breaches, Exploits, Network Security, Threats, Vulnerabilities 

1   Introduction 

As enterprise systems evolve, Information Technology [IT] security needs to evolve even faster. Today’s competitive 

platform presents an awkward conundrum. To maintain competitiveness in global market, organizations are under 

scrutiny to streamline operations and safeguard assets while keeping up with new technologies and maintaining usability 

of assets for employees, partners, vendors, investors etc. The need to balance speed with demand for security become 

paramount.  In order for enterprise systems to build stronger customer relationship with their clients, they opened up their 

networks to remote employees, business partners and third parties. This resulting porosity of the network perimeter 

created security vulnerabilities and exploits in various systems, resulting in breaches and threats.  

Network security threats as witnessed in 2013 exploded exponentially as security experts seek for solutions to 

undermine the potential threats. A number of new attacks in today’s increasingly sophisticated toolkits include zero day 

attacks, Distributed Denial of Service (DDoS), and server-based botnets and encrypted layer attacks. These are just a few 

of the new attacks challenging organizations.  Since 2012, these attacks have been continuous against U.S. financial 

institutions. This problem continues to be one of the most pressing challenges facing chief information security officers 

in the global systems.  The new network breed of hackers are a new group with a potential or social agenda as noted by a 

recent study in [1].  This breed as the study will identify, implore sophisticated methods that uses evolving technologies 

that target network infrastructures. A recent breach was the “Target Corporation” incident.  These criminals’ capabilities 

of extracting value and intellectual properties from computers or networks of unsuspecting companies and governmental 

agencies have become a big business. Enterprise systems can no-longer ignore these threats.  

No matter the size of these organizations, network security should be a top priority concern for all organizations. 

Enterprise networks are more vulnerable than ever due to the inherent risk of facilitating remote access in conjunction 

with the volume of traffic and the speed at which that traffic is flowing. As organizations migrate from gigabytes to 

terabytes capacity etc., managing, updating various applications, and closing loopholes at back-end systems becomes a 

monumental challenge.  

Most foreign entities have identified that the four highest priority risk faced by most governments are those arising 

from international terrorism, network-attacks, international military crises and major accidents or natural hazards.  Of this 

group, network-attacks ranked highest among the four high-priority risks. In recent year, study did show evidence in a 

series of highly advanced persistent attacks (APT) posed by organized crime and state-level entities, with attacks against 



International Journal of Electronics and Information Engineering, Vol.3, No.1, PP.10-18, Sept. 2015  11 

enterprises like Google, Coca-Cola, NASA and Lockheed Martin  as reported in [2]. 

The potential impact of network-risk to a governmental entity, states, individuals and organizations, are very high. 

Some of these risks include, financial loss from theft or fraud, loss of invaluable customer information or intellectual 

property, possible fines from legal and regulatory bodies, loss of reputation through ‘word of mouth’, adverse press 

coverage and survival of the enterprise systems itself.  

Other new attacks in today’s increasingly sophisticated toolkits include Web exploits that target Java, mobile 

malware that target Android devices, server-based botnets and encrypted layer attacks. These are just a few of the new 

attack tools challenging organizations. Most recently, these tactics were leveraged by perpetrators in the attacks against 

U.S. financial institutions that have been ongoing since September 2012. 

Our goal is to provide actionable intelligence to ensure organizations can better detect and mitigate threats that plague 

their network infrastructure, 

As this study will indicate, network threat anecdotes or solutions have become routine within various organization, 

however, the barrage of alarms has not significantly raised survey respondents’ understanding of who these network 

adversaries are, or what they target and how they operate. 

Most of corporate executives have neither adequate knowledge of who the most serious threat actors are, nor do they 

have a network-security strategy to defend against them. 

The key in this study is to create threat awareness; identify who the network threat actors are, find out their 

capabilities, motivations and objective.  With this information, this study will recommend and develop an adequate 

network security strategy by providing the contextual background against which organizations can identify key assets 

that will likely be of interest to network adversaries. Such awareness and our result findings will help streamline 

methodologies for assessment of vulnerabilities to network-attacks which will come from potential network threat actors. 

As the authors survey questions 12-15 [appendix 1] revealed, participants were asked, who the top network-threat 

actors are, that are menacing their organization. This question was raised because, most members of security teams, do 

not agree on what constitutes the most significant network-threat to their systems. The result of the survey will point us to 

a direction. 

Also in questions 16-24 [appendix 1], survey respondents were asked to respond to the types of proactive tools used 

to counter Advanced Persistent Threat [APT]. These are commonly use terms to define remote attacks employed by 

sophisticated threats actors. These actors could be nation states or their intelligence services etc. Some of the intelligence 

services are classified as: 

 Malware  

 TCP/IP based network support tools  

 Rogue device  

 Network subnetting as geolocation of IP Traffic 

 Distribution intrusion detection systems (DIDS) 

 Deep Packet Inspection [DPI] 

The survey results will point us to a direction. The findings from this study, will articulate the current network 

security measures enterprise systems will have to deploy to counter vulnerabilities, potential breaches and threats. 

2  Literature Review 

Steinbart, Raschke, Graham William [4] in their study noted that millions of pieces of malware and thousands of 

malicious hacker-gangs roam today's online world preying on easy unsuspecting exploits. These hackers as cited are 

seeking for backdoors and vulnerabilities in an un-suspected network so as to steal valuable data.  

Vijayan [5], Goldman [6], Javelin [7], among others, cited that companies that have become more reliant on external 

internet connectivity for daily business operations are susceptible to financial loss if the network is compromised.  

Distributed denial of service (DDoS) attacks or worm outbreaks that affect a given network infrastructure can have 

devastating effect on that business as reported in [8]. 

Lockhart [9], in their report noted that enterprises and government agencies are under virtually constant attack on a 

daily basis. The report further cited that significant breaches at RSA, Global Payments, Automatic Data Processing, 

Symantec, International Monetary Fund, and a number of other organizations have made headlines—and undoubtedly 
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thousands more have occurred that have not been reported.  

According to report in [2], Government infrastructure has come under attack from network espionage.  This report 

summarized that several cases involving human errors indicated that the governmental agencies need to be more 

proactive when it comes to protecting critical infrastructures, intellectual property, economic data, employee records and 

sensitive information [2]. 

A recent study found that hacking incidences “represent more than one-quarter of the total recorded data breaches for 

2013[3]. This according to the study was followed by Subcontractor (third party involvement) at 14.3% and Data on the 

Move at 13%.  Insider Theft was identified in 11.7% of the breaches, Employee Error/Negligence accounted for 9.3% 

followed by accidental exposure at 7.5%” [3]. 

In another report by Lockhart [9], it was stated that more that 95% of all attacks tied to state-affiliated espionage 

employed phishing as a means of establishing a foothold in their intended victim’s systems. 

Early studies as reported by [7], [10], [11], showed that yesterday’s workforce was monolithic. That means that 

workers were working within tightly controlled corporate perimeters, using computer terminals with limited capabilities 

and with restricted access to data. The average employee as a result was not a significant security risk to the enterprise 

system. Later studies by [6], [9], [12], [13], summarized that the rise of new technology has fragmented the monolith. 

This means that employees now use high-powered pocket-sized gadgets to access and manipulate a wealth of data, most 

of which is stored in the cloud. As a result, a mobile, fragmented working population that was made possible by 

combinations of cloud and mobile computing technologies created more opportunities for data breaches and network 

crimes. 

More earlier studies by Skoudis [15], [16], [17], among others noted that “Advanced Exploit Development for 

Penetration Testers” teaches the skills required to reverse engineering 32-bit and 64-bit applications, performing remote 

user application and kernel debugging, analyze patches for 1-day exploits, and writing complex exploits, such as use-

after-free attacks, against modern software and operating systems. These, will help security experts pinpoint 

vulnerabilities and develop fixes before damages are done to enterprise data.   

Later studies by Lockhart [9], also summarized that to combat the ever-escalating danger posed by network security 

threats by enterprise systems, forward-thinking organizations have two options. These are to invest significantly in the 

people, processes and technology required to maintain world-class, 24/7 network security operations, or outsource the 

function to the growing number of highly effective managed security services providers (MSSPs). 

3  Methodology 

In order to pilot-test the network-security concerns, the authors constructed, distributed and collected responses from 

survey questionnaires at a network-security business professional conference in May 2013 at San Antonio Texas. 

NONPAR CORR 

  /VARIABLES=Var005 Var006 Var009 Var018 Var019 

with Var001 Var002 

  /PRINT=KENDALL TWOTAIL NOSIG 

  /MISSING=PAIRWISE. 

 

The survey population comprises of professionals who publish research findings and work in their respective fields. 

These are experts with extensive history in teaching and in the business world.  Survey data was distributed to senior IT 

professionals from midmarket (100 to 999 employees) and enterprise-class (1000 employees or more] organizations. The 

survey questionnaires were distributed to 320 attendees. The number completed and returned was 202. Overall, we 

consider these as an equitable representative random population.  Most of the survey items were Likert scale types, 

yes/no responses or categorical, ordinal items, gender, ranks of personnel, etc.  

The study conducted a survey of 23 questions covering a range of security issues that are of importance and of 

concern to IT and security administrators in small and medium size businesses [SMBs].  The questions were designed 

and conducted to obtain a snapshot of the state of security issues in SMBs and to confirm issues that have been raised in 

other security studies. 

4  Findings/Results 

A non-parametric correlation analysis was done to determine the extent of collinearity among all the variables. It was 

discovered that there was significant correlation between Investment in network security and the use of rogue device 

scanning when broken down by gender. There was also a significant correlation between the respondent’s perception of 

Downtime as the most effective network security in their organization, or perceiving security issues as the most effective 
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network security tool, or whether geolocation and IP traffic pose the greatest threat to their organization, when it is 

broken down by the status of the respondent. 

Table 1: Non-parametric Correlation 

Var001: Gender

Var002: 

Executive or 

Senior IT  

Administrator?

Correlation Coefficient .153* .017

Sig. (2-tailed) .020 .792

N 200 200

Correlation Coefficient -.044 .136

Sig. (2-tailed) .536 .050
N 200 200

Correlation Coefficient .122 .160*

Sig. (2-tailed) .079 .021
N 200 200

Correlation Coefficient -.138 .127

Sig. (2-tailed) .050 .072

N 200 200

Correlation Coefficient -.052 .178*

Sig. (2-tailed) .459 .011
N 200 200

*. Correlation is signif icant at the 0.05 level (2-tailed).

Kendall's tau_b Var005: Do you agree that investment in 

cybersecurity in 2013-2014....will provide the best 

systems solutions to thwart cyberattacks?

Var006: Downtime is the greatest IT  concern of my 

organization

Var009: Security Issues is the greatest IT  concern 

of my organization

Var018:  Rogue Device Scanning is the most 

proactive activity/technique used to counter 

persistent threats to your organization

Var019:  Analysis & Geolocation of IP Traff ic is the 

most proactive activity/technique used to counter 

persistent threats to your organization

Correlations

 
 

One basic question that required further investigation is the degree to which the responses between male and female 

respondents differed, regarding what they considered to be the greatest network security threat to their organization. The 

hypothesis is as follows: 

H0:  There is no significant difference in perspective between male and female respondents regarding whether 

Investment in network security in 2013 -2014 would increase with private software companies and system integrators 

and provide the best systems solutions to thwart network attacks. 

H1: There is a significant difference in perspective 

between male and female respondents regarding whether Investment in network security in 2013 -2014 would increase 

with private software companies and system integrators and provide the best systems solutions to thwart network attacks. 

The test statistic was found to be t n-2 = 0.073. It can therefore be concluded that at the 5% significance level, 

there is not sufficient evidence that there is a significant difference in perspective between male and female respondents 

regarding whether Investment in network security in 2013 -2014 would increase with private software companies and 

system integrators and provide the best systems solutions to thwart network attacks. 

Table 2: T-Test on Investment in Cybersecurity 

 

Independent Samples Test 

 Levene’s Test for 
Equality of 
Variances 

 
 

t-test for Equality of Means 

 
 
 
 

F 

 
 
 
 

Sig. 

 
 
 
 
t 

 
 
 
 

df 

 
 
 

Sig. (2-
tailed) 

 
 
 

Mean 
Difference 

 
 
 

Std. Error 
Difference 

95% Confidence 
Interval of the 

Difference 

 
Lower 

 
Upper 

 
Var005: 

Investment in 
Cybersecurity 

Equal variances 
assumed 

 
.001 

 
.977 

 
-1.802 

 
198 

 
.073 

 
-.314 

 
.174 

 
-.658 

 
.030 

Equal variances 
not assumed 

   
-1.798 

 
191.025 

 
.074 

 
-.314 

 
.175 

 
-.658 

 
.030 
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The second hypothesis that was tested was to determine if there is any difference in perspective between male and 

female respondents regarding whether Rogue Device Scanning is the most proactive activity/technique used to counter 

persistent threats to their organization. 

H0:  There is no significant difference in perspective between male and female respondents regarding whether Rogue 

Device Scanning is the most proactive activity/technique used to counter persistent threats to their organization. 

H1: There is a significant difference in perspective between male and female respondents regarding whether Rogue 

Device Scanning is the most proactive activity/technique used to counter persistent threats to their organization. 

The test statistic was found to be t n-2 = 0.050. It can therefore be concluded that at the 5% significance level, there 

is sufficient evidence that there is a significant difference in perspective between male and female respondents regarding 

whether Rogue Device Scanning is the most proactive activity/technique used to counter persistent threats to their 

organization. 

The SPSS syntax for these tests is shown below:  

T-TEST GROUPS=Var001(1 2) 

/MISSING=ANALYSIS 

/VARIABLES=Var005 Var018 
/CRITERIA=CI(.95) 

 

 

Table 3: T-Test for Rogue Device Scanning as the most proactive 

Independent Samples Test 

 Levine’s Test 
for Equality of 

Variances 

 
t-test for Equality of Means 

 
 
 

F 

 
 
 

Sig. 

 
 
 
t 

 
 
 

df 

 
 

Sig. (2-
tailed) 

 
 

Mean 
Difference 

 
 

Std. Error 
Difference 

95% Confidence 
Interval of the 

Difference 

Lower Upper 

Var018:Rogue 
Device 

Scanning is 
the most 
proactive 

Equal 
variances 
assumed 

16.113 .000 1.964 198 .051 .125 .064 -.001 .251 

Equal 
variances 

not 
assumed 

  1.986 197.907 .048 .125 .063 .001 .250 

 

A third hypothesis was tested to determine if there is any difference in perspective between Senior IT Executives and 

Administrators in terms of how they Rate their company's IT concerns with regard to Downtime. 

H0:  There is no significant difference in perspective between Senior IT and Admin. Respondents in terms of 

 how they Rate their company's IT concerns with regard to Downtime. 

H1: There is a significant difference in perspective between Senior IT and Admin. respondents regarding how they 

Rate their company's IT concerns with regard to Downtime. 

 

At the 5% significance level, there is sufficient evidence to conclude that there is a significant difference in perspective 

between Senior. IT Executives and Admin. respondents in terms of how they Rate their company's IT concerns with 

regard to Downtime. The test statistic was  t n-2 = 0.050. 

A fourth hypotheses was tested to determine if there is any difference in perspective between Senior IT Executives  

and Administrators in terms of how they Rate their company's IT concerns with regard to Security Issues. 

H0:  There is no significant difference in perspective between senior IT and Admin. respondents regarding how they 

Rate their company's IT concerns with regard to Security Issues. 

H1: There is a significant difference in perspective between senior IT and Admin. respondents regarding how they 

Rate their company's IT concerns with regard to Security Issues. 
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Table 4: T-Test on Downtime as greatest IT concern 

 

Independent Samples Test 

 Levene’s Test 

for Equality of 

Variances 

 

 

t-test for Equality of Means 

 

 

 

 

F 

 

 

 

 

Sig. 

 

 

 

 

t 

 

 

 

 

df 

 

 

 

Sig. 

(2-

tailed) 

 

 

 

Mean 

Difference 

 

 

 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

 

Lower 

 

Upper 

 

Var006:  

Downtime is 

the greatest 

IT concern 

Equal 

variances 

assumed 

 

22.86

2 

 

.000 

 

-

1.926 

 

198 

 

.050 

 

-.158 

 

.082 

 

-.319 

 

.004 

Equal 

variances not 

assumed 

   

-

2.480 

 

56.250 

 

.016 

 

-.158 

 

.064 

 

-.285 

 

-.030 

 

Table 5: T-Test on Security Issues as greatest IT concern 

 

Independent Samples Test 

 Levene’s Test 

for Equality of 

Variances 

 

 

t-test for Equality of Means 

 

 

 

 

F 

 

 

 

 

Sig. 

 

 

 

 

t 

 

 

 

 

df 

 

 

 

Sig. (2-

tailed) 

 

 

 

Mean 

Difference 

 

 

 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

 

Lower 

 

Upper 
 

Var009:  

Security 

Issues is the 

greatest IT 

concern 

Equal variances 

assumed 

 

20.432 

 

.000 

 

-2.375 

 

198 

 

.019 

 

-.271 

 

.114 

 

-.496 

 

-.046 

Equal variances 

not assumed 

   

-3.029 

 

55.420 

 

.004 

 

-.271 

 

.090 

 

-.451 

 

-.092 

  

At the 5% significance level, there is sufficient evidence to conclude that there is a significant difference in perspective between 

Senior. IT and Admin. respondents regarding how they Rate your company's IT concerns with regard to Security Issues. 

The test statistic was t n-2=0.019 or 0.004; which justifies the conclusion that there is a significant difference 

between the two groups. A fifth hypotheses was tested to determine if there is any difference in perspective between 

Senior IT Executives and Administrators in terms of whether geolocation and IP traffic poses the greatest network 

security threat to their organization. 

H0:  There is no significant difference in perspective between Senior IT and Admin. respondents in terms of whether 

geolocation and IP traffic poses the greatest network security threat to their organization. 

H1: There is a significant difference in perspective between Senior IT and Admin. respondents in terms of whether 

geolocation and IP traffic poses the greatest network security threat to their organization. 

The SPSS syntax for these tests is shown below: 

T-TEST GROUPS=Var002(1 2) 
  /MISSING=ANALYSIS 

  /VARIABLES=Var006 Var009 Var019 

  /CRITERIA=CI(.95). 
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Table 6: T-Test on Geolocation of IP Traffic 

 

Independent Samples Test 

 Levene’s Test 

for Equality of 

Variances 

 

 

t-test for Equality of Means 

 

 

 

 

F 

 

 

 

 

Sig. 

 

 

 

 

t 

 

 

 

 

df 

 

 

 

Sig. (2-

tailed) 

 

 

 

Mean 

Difference 

 

 

 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

 

Lower 

 

Upper 
 

Var019:  

Analysis & 

Geolocation 

of IP Traffic 

Equal 

variances 

assumed 

 

35.230 

 

.000 

 

-2.483 

 

198 

 

.014 

 

-.240 

 

.097 

 

-.431 

 

-.049 

Equal 

variances not 

assumed 

   

-4.607 

 

139.546 

 

.000 

 

-.240 

 

.052 

 

-.343 

 

-.137 

Overall Conclusion 

Quite a number of tests were run comparing responses of male versus female respondents, as well as between Senior IT 

Executives and Administrators. The results presented here are the ones that indicated a significant difference between the 

two groups. In addition, the correlation coefficients among all the variables are low– so the assumption of a t-test based 

on independent samples is validated. All these results were based only on the assumption of homogeneity of variance or 

homoscedasticity. 

5  Implication for Practitioners and Researchers 

Exposure to securities litigation following the disclosure of a network-security breach should be a concern to 

management. Also the impact such an announcement would have on the stock prices of compromised companies should 

also be a concern.  However, announcements of network breaches, in 2013 by Facebook and Apple did not affect the 

companies’ share prices. Despite the high-profile disclosures, these companies were not hit with securities lawsuits about 

the breaches, either. More studies will be devoted to this concern.  

6  Challenges 

National state agencies and enterprise systems depend on digital processes, data and a network system to function 

effectively.  This makes them increasingly vulnerable to being manipulated. Network security is about ensuring that 

enterprise network is resilient to prevent fraud, breaches, theft of sensitive data or business disruption, and the severe 

risks to reputation that comes with it.  Having an Incident Response policy and plan in place is a crucial first step to 

ensuring that organization has the information and processes needed to respond to a security breach. However, most 

organizations lack the expertise and resources to perform incident and penetration testing that could disprove a false 

positive breach result. 

7  Summary and Conclusion 

The study has shown that continuous monitoring of network infrastructure with proper penetration, detection testing and 

analyses of the results, will remedy security exploits and vulnerabilities. Also understanding that most modern networks 

rely on the TCP/IP protocol suite. Network security implications must be considered before proceeding with TCP/IP 

network designs. Since subnetting separates a network into multiple logically defined segments or subsets, each subnet’s 

traffic must be separated from each other subnet’s traffic to harden the network topology. 

This study concludes that breach prevention strategies should include adequate risk assessment, mitigation, compliance, 

breach preparedness etc.  Risk assessment should examine all the risk factors an organization encountered during a data 

breach.  A penetration testing and analyses should provide a detailed assessment and remedies for mitigating an exploit.  

Mitigation and compliance methodology should ensure that an organization enforces the rules, regulations and laws that 

will help provide extensive regulatory assessments. Also organizations should strive to identify and create the right 

policies, an efficient incident workflow, establish a network-incident response team’ (CIRT).  Breach preparedness help 

create a customized data breach response plan that minimizes the impact of an incidence. 
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Appendix 1:  Network-Security Survey Questionnaire 

1      Select Gender Male = 1; Female = 2

2      Are you an executive or a senior IT administrator?  Yes = 1    No = 2

3      How secured do you think your company network is?

4     How strongly do you agree to the effectiveness of the Network security systems of your organization?

On a scale of 1 [least] to 5 [most], rate your company's daily IT concerns

6 Downtime 1 2 3 4 5

7 Compliance   1 2 3 4 5

8 eDiscovery     1 2 3 4 5

9 Security Issues    1 2 3 4 5

10 Network Growth    1 2 3 4 5

11 User support        1 2 3 4 5

On a scale of 1 [least] to 5 [most], rate the groups that poses the greatest networksecurity threat to your organization

12 Hackers        1 2 3 4 5

13 Current and former employees            1 2 3 4 5

14 Foreign nation-states examples China, Russia, North Korea, Iran                   1 2 3 4 5

15 Organized crime             1 2 3 4 5

16 Malware analysis                   1 2 3 4 5

17 Inspection of outbound traffic                   1 2 3 4 5

18 Rogue device scanning                                1 2 3 4 5

19 Analysis and relocation of IP traffics          1 2 3 4 5

20 Subscription services                                   1 2 3 4 5

21 Deep packet inspection                              1 2 3 4 5

22 Examining external footprint             1 2 3 4 5

23 Don't know; not sure 1 2 3 4 5

24 Document watermarking/tagging              1 2 3 4 5

5     Do you agree that investment in networksecurity in 2013 -2014 that would increase with private software 

companies and system integrators will provide the best systems solutions to thwart network-attacks       

[Extremely agree, Moderately agree, Agree, disagree, Don’t know]

On a scale of 1 [least] to 5 [most], rate the following proactive activities and techniques that your 

organization uses to counter advance persistent threats to your organization?
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Abstract 

Subliminal channels still exist in Schnorr signature, which presents a severe challenge to information security. In this 

paper, we formalize the notion and security model of subliminal-free signature, and propose a subliminal-free 

construction of Schnorr signature. In the proposed scheme, an honest-but-curious warden is introduced to help the signer 

to generate a signature on a given message, but it is disallowed to sign messages independently. Hence, the signing rights 

of the signer are guaranteed. In particular, our scheme can completely close the subliminal channels existing in the 

random session keys of Schnorr signature scheme under the intractability assumption of the discrete logarithm problem. 

Also, the proposed scheme is proved to be existentially unforgeable under the computational Diffie-Hellman assumption 

in the random oracle model. Performance experiments indicate that the proposed scheme is efficient and practical. 

Keywords: Digital Signature; Information Hiding; Subliminal Channel; Subliminal-Freeness. 

1   Introduction 

Subliminal channels in digital signature schemes were first constructed by Simmons [1]. Simmons proposed a prison 

model in which authenticated messages are transmitted between two prisoners and are known to a warden. The term of 

“subliminal” means that the sender can hide a message in the authentication scheme, and the warden cannot detect or 

read the hidden message. Simmons discovered that a secret message can be hidden inside the authentication scheme and 

he called this “hidden” communication channel as the subliminal channel. The “hidden” information is known as 

subliminal information. Therefore, as a communication channel, a subliminal channel allows a sender to transmit 

additional secret messages to authorized receivers. To achieve this goal, subliminal receivers often share a subliminal key 

with the sender to protect the subliminal message, which cannot be detected by any unauthorized receivers without 

additional information. Subliminal channels can be used not only to transmit secret information, but also to hide a 

communication fact, which is a severe challenge to information security. 

As a main part of information hiding techniques [2-6], subliminal channels have been widely studied and applied. To the 

best the authors' knowledge, subliminal channels still exist in Schnorr signature [7], which presents a severe challenge to 

information security. 

1.1   Our Contribution 

Our contributions are two-folds: 

(1) We formalize the notion and security model of subliminal-free signature schemes. Then, we propose a subliminal-

free variant of Schnorr signature scheme, in which an honest-but-curious warden is introduced to help the signer to 

generate a signature on a given message, but it is disallowed to sign messages independently. In addition, the signer 

cannot control outputs of the signature algorithm. To be specific, the sender has to cooperate with the warden to sign 

a given message. 

An extended abstract of of this paper appears in the international conference ICT-EurAsia 2013, March 25-29, Yogyakarta, Indonesia. This version 
includes consistency analysis of the proposed scheme, a detailed security proof, experimental results based on OPENSSL library, and performance 

analysis. 
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(2) We prove that the proposed scheme is secure under the presented models. To be specific, in the random oracle model, 

our scheme is provably secure and can completely close the subliminal channels existing in the random session keys 

in Schnorr signature scheme. Also, the proposed scheme can be used as a signature scheme which introduces a 

warden to examine the messages and approve generation of a signature. Finally, performance experiments indicate 

that the proposed scheme is efficient and practical. 

1.2   Related Work 

It has been shown that subliminal channels exist in various kinds of algorithms, such as digital signature and asymmetric 
key generation. These subliminal channels traditionally exploit parameter randomness in the algorithms and redundancies 
in plaintexts. Plenty of researches have been done on both the construction of subliminal channels and the design of 
subliminal-free protocols [8-14]. Since the introduction of subliminal channels, Simmons [15] also presented several 
narrow-band subliminal channels that do not require the receiver to share the sender's secret key. Subsequently, Simmons 
[13] proposed a broad-band subliminal channel that requires the receiver to share the sender's secret key. For the purpose 
of information security, Simmons then proposed a protocol [16] to close the subliminal channels in the DSA digital 
signature scheme. However, Desmedt [10] showed that the subliminal channels in the DSA signature scheme cannot be 
completely closed using the protocol in [16]. Accordingly, Simmons adopted the cut-and-choose method to reduce the 
capacity of the subliminal channels in the DSA digital signature algorithm [17]. However, the complete subliminal-
freeness still has not been realized. To be specific, the computation and communication costs significantly increase with 
the reduction of the subliminal capacity. On the other hand, subliminal channels in the NTRU cryptosystem and the 
corresponding subliminal-free methods [18] were proposed. As far as the authors know, the latest research is mainly 
concentrated on the construction [8, 12, 14] of subliminal channels and their applications [9]. 

In a zero knowledge proof system, a user is able to prove that a statement is true without revealing any other information 
[19]. It is noted that, zero knowledge proof systems are usually interactive in that the prover and verifier have to 
communicate with each other before the verifier determines whether to accept a given proof. Certain applications, however, 
require these proofs to be non-interactive. In this case, the prover must generate a proof such that any other user can verify 
it just based on the proof and some public parameters. Blum et al. [20] first introduced the notion of non-interactive zero 
knowledge (NIZK) proof systems. However, the original NIZK proof systems [20, 21] losses practicality due to bad 
efficiency and just can serve as theoretical research. Recently, general NIZK proof systems with more desirable efficient 
have been proposed [22]. Note that, NIZK proof systems can be used to individual privacy protection applications and 
have attracted an enormous amount of research [23, 24]. Portions of the work presented in this paper have previously 
appeared as an extended abstract [25]. We revise the paper a lot and add more technical details as compared to the 
extended abstract. First, in order to understand the proposed scheme at a high level, we add Section 4.1. Second, for the 
subliminal-free construction, we provide detailed formal security proofs in Section 5.2, which is lacking in [25]. Third, we 
do intensive experiments in Section 5.4 to show that the proposed scheme is suitable for real-world applications. 

1.3. Outline of the Paper 

The remaining of this paper is organized as follows. In Section 2, we introduce some notations, complexity assumptions, 

and zero knowledge proof, and then discuss subliminal channels in probabilistic digital signature. In Section 3, we lay out 

the abstract subliminal-free signature specification and give the formal security model. The proposed provably secure and 

subliminal-free variant of Schnorr signature scheme is described in Section 4. Some security considerations and efficiency-

related issues are discussed in Section 5. Finally, we conclude the work in Section 6. 

2  Preliminaries 

2.1   Notations 

Throughout this paper, we use the notations, listed in Table 1, to present our construction. 
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Table 1: Meaning of notations in the proposed scheme 

Notation Meaning 

  is an element randomly chosen from a set . 

 The bit length of the binary representation of . 

 The concatenation of bit strings  and . 

 The greatest common divisor of two integers  and . 

 

The modular inverse of  modulo  such that 

, where  and  are relatively 

prime, i.e., . 

 

A cyclic group with order  and a generator , where  

is a large prime factor of  and  is a large prime. 

That is, 
 

, which is a subgroup in multiplicative group 

 of the finite field . 

 

2.2   Complexity Assumptions 

 Discrete Logarithm Problem (DLP): Let  be a group, given two elements  and , to find an integer , such that 

 whenever such an integer exists.  

 Intractability Assumption of DLP: In group , it is computationally infeasible to determine  from  

and . 

 Computation Diffie-Hellman (CDH) Problem: Given a 3-tuple , compute . An algorithm 

 is said to have advantage  in solving the CDH problem in  if 
 

, where the 

probability is over the random choice of  in , the random choice of  and  in , and the random bits used by . 

 CDH Assumption: We say that the -CDH assumption holds in  if no -time algorithm has advantage at least  

in solving the CDH problem in . 

2.3   Schnorr Signature Scheme 

The Schnorr signature scheme [26] was derived from the Schnorr identification scheme via the Fiat-Shamir transform [27]. 

The concrete signature is generated as follows: 

 Setup: Let  be a cyclic group of prime order  and  be a generator. Also, let  be a secure 

hash function. 

 KeyGen: It returns  as a secret key and the corresponding public key is . 

 Sign: The signer chooses  and computes . Then the signer computes  and 

. Finally, the signature of  is output as . 

 Verify: After receiving the signature message , the verifier parses  as  and computes 

. The verifier returns 1 if and only if . 

2.4   Zero Knowledge Proof 

In a zero knowledge proof system, a user is able to prove that a statement is true without revealing any other information. 

Non-interactive zero knowledge proof systems further require that the prover generate a proof such that any other user 

can verify it just based on the proof and some public parameters. In the proposed construction, NIZK proofs for the 

following equality of discrete logarithms are required. 

Let  and  be two generators of the group  of prime order . Let  be a secure hash function. 

Suppose that a prover with possession of a secret number  wants to prove that 
 

 without 

exposing , which is denoted as . Chaum and Pedersen [28] firstly proposed an efficient proof as 

follows: The prover chooses a number , and then sends the verifier , and 

. The verifier accepts the proof if and only if . The above NIZK 

proof technique will be used in our construction of subliminal-free signatures. 
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2.5 Subliminal Channels in Probabilistic Digital Signature 

Probabilistic digital signature can serve as the host of subliminal channels. In fact, the subliminal sender can embed some 

information into a subliminal channel by controlling the generation of the session keys. After verifying a given signature, 

the subliminal receiver uses an extraction algorithm to extract the embedded information. Note that the extraction 

algorithm is only possessed by the authorized subliminal receiver. Hence, anyone else cannot learn whether there exists 

subliminal information in the signature [29], not to mention extraction of the embedded information. 

In a probabilistic digital signature scheme, the session key can be chosen randomly, and hence one message may 

correspond to several signatures. More specifically, if different session keys are used to sign the same message, different 

digital signatures can be generated. This means that redundant information exists in probabilistic digital signature schemes, 

which creates a condition for subliminal channels. The subliminal receiver can use these different digital signatures to 

obtain the subliminal information whose existence can hardly be learnt by the others. In particular, there exist subliminal 

channels in a typical probabilistic digital signature scheme, that is, Schnorr Signature [26]. 

3  Definition and Security Model 

3.1  Specification of Subliminal-free Signature Scheme 

A subliminal-free signature scheme consists of three polynomial-time algorithms Setup, KeyGen, an interactive protocol 

Subliminal-Free Sign and Verify below. Based on a subliminal-free signature scheme, a sender  performs an 

interactive protocol with a warden . And,  generates the final signature  and transmits it to a receiver . Note that 

 is honest-but-curious. That is,  will honestly execute the tasks assigned by the related algorithm. However, it would 

like to learn secret information as much as possible. 

 Setup: It takes as input a security parameter  and outputs system public parameters . 

 KeyGen: It takes as input a security parameter , system public parameters  and returns a signing-

verification key pair . 

 Subliminal-Free Sign: An interactive protocol between the sender and the warden. Given a message , a signature 

 is returned. 

 Verify: It takes as input system public parameters , a public key  and a signature message . It 

returns 1 if and only if  is a valid signature on message . 

These algorithms must satisfy the standard consistency constraint of signature, namely when the secret keys  is 

generated by the algorithm KeyGen and the corresponding public key is , then , we have 

, where  

. 

3.2  Security Model 

We take the unforgeability of the signature into consideration. For general signature schemes, since only the signer and 

the verifier participate in the generation of a signature, there is no difference between the ability of the verifier and any 

third party to forge a signature, and the adversary is just any third party. In the proposed scheme, the warden participates 

in the generating signature. Hence the ability of the warden to forge a signature is enhanced. We regard the warden as the 

adversary. Based on the above considerations, we regard the warden as the adversary, which is the main difference 

between our security model and general security models. After series of hash queries and signature queries, if the 

adversary can forge a valid signature on a new message with a non-negligible probability, he is successful. To ensure a 

smooth implement of the protocol, it is necessary for the adversary to interact with the sender according to the protocol. 

The formal definition of existential unforgeability against adaptively chosen messages attacks (EUF-CMA) is based on 

the following EUF-CMA game involving a simulator  and a forger : 

 Setup:  takes as input a security parameter , and runs the Setup algorithm. It sends the public parameters to . 

 Query: In addition to hash queries,  issues a polynomially bounded number of queries to the following oracles: 

 Key generation oracle : Upon receiving a key generation request, the simulator  returns a signing key. 

 Signing oracle :  submits a message , and  gives  a signature . 
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 Forgery: Finally,  attempts to output a valid forgery  on some new message , i.e., a message on which 

 has not requested a signature.  wins the game if  is valid. 

The advantage of  in the EUF-CMA game, denoted by , is defined as the probability that it wins. 

Definition 1. (Existential Unforgeability) A probabilistic algorithm  is said to -break a subliminal-free 

signature scheme if  achieves the advantage , when running in at most  steps, making at most  adaptive 

queries to the hash function oracle , and requesting signatures on at most  adaptively chosen messages. A 

subliminal-free signature scheme is -secure if no forger can -break it. 

4  Subliminal-Free Variant of Schnorr Signature 

4.1  Main Idea 

The previous subliminal-free schemes such as the one for the DSA digital signature scheme, which applies the cut-and-

choose technique [17], cannot obtain complete subliminal-freeness. In fact, the reason is that the outputs of the signature 

algorithm are controlled only by the sender and received by the receiver. In addition, they are not modified by anyone 

else in the signature generation process. In other words, the signature is finally accomplished only by the sender. 

In our scheme, the main idea to realize complete subliminal-freeness is to introduce an honest-but-curious warden to 

prevent the sender from completely controlling the outputs of the signature algorithm. Note that a warden is allowed to 

send a forged signature to convince the receiver that the signature is valid. Accordingly, the warden will not help the 

sender to construct a subliminal channel. 

4.2. Construction 

 Setup: Let  be a discrete logarithm triple associated with group . Let  be the sender of message 

,  be the receiver of  and  be the warden. It chooses ,  to  and computes 

. Let , ,  be three hash functions, where , , and 

. Then, the public parameters are     . 

 KeyGen: It returns  as a secret key and the corresponding public key is . 

 Subliminal-Free Sign: The detailed process is shown in Figure 1, which is described as follows: 

(1)  chooses two secret large integers  and  satisfying . Also,  chooses , thus 

. Then  computes  and sends  to .  

(2)  chooses , thus . Then  computes ,  and sends 

 to . 

(3)  computes  ,  and sends  to 

. 

(4)  computes ,  and . Then  prepares a non-interactive zero 

knowledge proof  and sends  to . 

(5)  verifies the non-interactive zero knowledge proof. If it fails,  terminates the protocol. Otherwise,  

computes ,  and sends  to . 

(6)  computes  and then sends  to : 
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Figure 1: Generation of the subliminal-free signature 

 

 



International Journal of Electronics and Information Engineering, Vol.3, No.1, PP.19-30, Sept. 2015 25 

(7) Sign: Upon receiving , checks if  and . If not,  terminates the protocol, 

else  computes 

 

Then  sends the signature message  to .  

 Verify: After receiving the signature message ,  computes  and .  

returns 1 if and only if . 

5  Analysis of the Proposed Subliminal-free Signature 

5.1  Consistency of our Construction 

On one hand, if  is valid, we have . Thus, 

 

and then . 

On the other hand, if , the signature message  is valid. Otherwise, we have 

, and then . However, . Thus, a collision of  

is obtained, which is infeasible for a secure hash function. 

5.2  Existential Unforgeability 

Theorem 1. If  is a -CDH group, then the proposed scheme is -secure against existential 

forgery on adaptively chosen messages in random oracle model, where 

 

Notice that  denotes the cost of a modular exponentiation in . 

Proof. Let  be a forger that -breaks our proposed scheme. We construct a “simulator” algorithm  

which takes  as inputs and runs  as a subroutine to compute the function  in  

steps with probability  where 

 

Setup:  makes the signer's verification key  public, where the signing key  is unknown to . Aiming 

to translate 's possible forgery  into an answer to the function ,  simulates a running of the 

proposed scheme and answers 's queries.  uses  as a subroutine and maintains three lists , where , 

, and  are used to record 's queries to oracle , , and , respectively. Remember that  is used to record 

simulation of the signing oracle and all lists are empty at first. 

Query:  makes the following queries: 

  query : Suppose that the forger  provides a query  as input to the -oracle. If a term  can 

be found in the list ,  returns , else  returns  and adds it into . 

  query : Suppose that the forger  provides a query  as input to the -

oracle. If a term  can be found in the list ,  returns , else  returns  and 

adds it into . 
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  query : Suppose that the forger  provides a query  as input to the -oracle. If a term 

 can be found in the list ,  returns , else  chooses  and computes . Then 

 adds  into the list  and returns . 

 Key generation query :  chooses  and returns . Then  makes  public. 

 Signing query : Suppose that the forger  asks for a signature on a message  after the  and  

oracle queries. Algorithm  attempts to create a valid signature  without knowing the signing key . The 

process of the simulation proceeds as follows. 

(1) If  finds a term  in the list , it aborts the simulation. Otherwise,  chooses  and adds 

 into , and then let . 

(2) After receiving , if  finds a term  in the list , it aborts the simulation. Otherwise  chooses 

 and computes , , then it adds  into  and defines 

. Finally  sends  to the forger . Note that , that is, . 

(3) After receiving  and , chooses  and computes , and then it sends  to the 

forger . 

(4) The simulator  sends  to the forger . Then  obtains a signature  on the message , where 

. 

Forgery: For a new message , suppose that the simulator  calls the forger  and  obtains a valid signature 

. 

Solving the CDH Problem:  can solve the CDH problem with non-negligible probability when the following two 

conditions hold. 

 Condition 1. The forger  has ever queried  oracle on , that is, a term including  can be found in the 

list . 

 Condition 2. The discrete logarithm equation  holds, where . 

According to Condition 1, we have . Condition 2 means . Hence, 

 and . Obviously the simulator  has successfully solved the function 

. 

Probability Analysis: For simplicity, let  be the probability that the algorithm  aborts the simulation,  be the 

event that the forger  produces a valid forgery  without querying  oracle on , and  be the event 

that  produces a valid forgery  and . Then the probability that  outputs a correct 

solution to the CDH challenge  is at least . The detailed process is as follows: 

 Case 1. The signing oracle simulation might fail at Step (1). This event occurs if the simulator  finds a tuple 

including  in the list . Since there are at most  such message , the probability of failure is at most 

. Therefore, the probability that  aborts at Step (1) for any of the  signing queries is not more 

than . 

 Case 2. The signing oracle simulation might fail at Step (2). Suppose that only the message  has been determined 

at Step (1) and  is not fixed. This event occurs if the simulator  finds a tuple including  in the list . Since 

there are at most  such tuple , the probability of hash collision is at most . Therefore, 

the probability that  aborts at Step (2) for any of the  signing queries is not more than . 

 Case 3. If the event  occurs,  cannot solve the CDH problem. Observe that 

. The probability  means both the event  

and  occur. Hence the equation  holds for a valid forged signature. Since  is a 

random oracle, the equation holds with the probability not more than . We now compute the probability 

. Suppose that , , and . Considering the 

fact that the forged signature  is valid and according to the signature verification algorithm, we have 
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, hence  and . Since  is a random oracle, the forger  

finds the above  during all the -oracle queries with the probability not more than . 

From the above analysis, it follows that the algorithm  solves the CDH problem with probability at least 

which gives the security result. 

Time Analysis: The running time of  is mainly from the running time of  and a number of modular exponentiations 

in group . Note that two multi-exponentiations are approximately equal to 1.17 exponentiations in cost [30]. It is 

easy to conclude that the running time of  is approximately . 

5.3  Subliminal-freeness 

It can be seen from the proposed scheme that the receiver  can only obtain the signature message  and 

temporary value  in addition to the verification public key , thus it is necessary for the sender  to use ,  or  as a 

carrier when transmitting subliminal information. 

In the following, we demonstrate that none of ,  and  can be controlled by . On one hand, although the parameters 

 can be obtained by , the secret exponents  and the secret parameters  are 

unknowable to him. Thus,  cannot obtain any information about  and . Particularly,  knows nothing of  and 

 in the whole process of signing, hence the value of  cannot be controlled by . On the other hand, 

although the signer  computes , nothing of  and  is available to him. Thus, the value of 

 cannot be controlled by , and hence the value of  cannot be controlled. Note that if the value 

 generated by the warden  is not used by  in the Step (4),  can detect this fact in the Step (7) and terminate the 

protocol. Furthermore, if  attempts to directly compute  from , he has to solve the discrete logarithm problem in 

group , which is infeasible according to the intractability assumption of DLP. 

As can be known from the above analysis, no information can be transmitted to the receiver  by the sender  in the 

proposed scheme. Thus, we realize the complete subliminal-freeness of the subliminal channels existing in the random 

session keys in Schnorr signature scheme. 

5.4  Efficiency Analysis 

The proposed scheme firstly completes the subliminal channels existing in the random session keys in Schnorr signature 

scheme. We only take modular exponentiation operations into consideration. In fact, compared with modular 

exponentiation operations, other operations such as modular multiplication [31] and hash are negligible. In the proposed 

scheme, in order to generate a subliminal-free signature, the sender and the warden need 4.34 and 3 modular 

exponentiation operations besides pre-computation, respectively. It is noted that, the time cost of a simultaneous modular 

exponentiation of the form  in  is 1.17 times of that of a single modular exponentiation [30]. In addition, 6 

message exchanges are needed between the sender and the warden. Figure 2 shows the computation cost of subliminal-

free signature for the sender and the warden, which has been investigated based on OPENSSL library with a Celeron 1.1 

GHz processor as the the sender and a Dual-Core 2.6 GHz processor as the warden. It easily follows from Figure 2 that a 

subliminal-free signature can be generated within 10 , which is desirable for real-world applications. 

In general, as the first provably secure subliminal-free variant of Schnorr signature, the proposed scheme is efficient and 

practical. 
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Figure 2: Computation cost of subliminal-free signatures 

6  Conclusions and Future Work 

In this paper, we formalize the notion and security model of subliminal-free signature, and a subliminal-free protocol for 

Schnorr signature scheme is proposed. The proposed protocol completely closes the subliminal channels existing in the 

random session keys in Schnorr signature scheme. More strictly, it is completely subliminal-free in computational sense, 

and its security relies on the CDH assumption in the random oracle model. In addition, it is indispensable for the sender 

and the warden to cooperate with each other to sign a given message, and the warden is honest-but-curious and cannot 

forge a signature independently. 

It would be interesting to construct subliminal-free signature schemes provably secure in the standard model. 
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Abstract

MANET is vulnerable to several challenging security breaches because of dynamic nature. In this work, we
propose an IDS that is based on trust rates. The entire work of this system can be compartmentalized into
three phases. They are Pre-eminent node selection, Inter-cluster trust rate computation, Intra-cluster trust rate
computation. In the first phase of this work, a pre-eminent node is selected based on the trust rate. The reason
for the incorporation of the cluster based IDS is the effective utilization of energy, which is essential for dynamic
MANET. The next phase of this work focuses on the inter-cluster trust rate computation. This is carried out by
the Bayes Theorem. The next phase of the work is intra- cluster trust rate computation and this is done by the
Dempster-Shafer theory. The system is tested in both aspects of routing and intrusion detection. The proposed
system shows remarkable accuracy rate.
Keywords: Bayes Theorem, Dempster-Shafer Theory; MANET.

1 Introduction

A Mobile Ad hoc Network (MANET) is composed of several mobile nodes that are geographically dispersed. The
concept of centralised authority is absent in this type of network and hence the nodes depend on each other, in order
to transmit packets. Hence, it is evident that the nodes act both as routers and as hosts. Some of the applications
of MANET include sensor networks, conferences and emergency based network [3].

MANET is vulnerable to several challenging security breaches because of dynamic nature and the attacks can either
be active or passive. Active attacks may be in the form of packet tamper, packet deletion and packet replication.
Passive attacks can be triggered by eavesdropping or silent listening, which affects the confidentiality. These attacks
may completely shatter the entire network [8]. The best way to get rid of all these attacks is the deployment of an
effective Intrusion Detection System (IDS) [7].

An IDS is vigilant against security attacks, or simply it monitors the behavior of nodes. IDS can only detect the
attacks but cannot respond to it. Thus, the goal of an effective IDS is keeping an eagle-eye over the nodes and to
detect the security threats.

The IDS can be deployed in two ways. The first way is deployment of IDS in every node or in the cluster head
alone, which is the second option. This concept is depicted in Figure 1.

It is not feasible to deploy IDS to all nodes, because of the energy restriction of the mobile nodes. This problem
can be handled by the second way of IDS deployment. In this case, the entire network is partitioned into several
clusters, such that all the nodes of the network come under any of the cluster.

The constituent nodes of each cluster select a pre-eminent node. The IDS can be deployed in such pre-eminent
nodes alone, such that these nodes can take care of the constituent nodes. Red coloured nodes in Figure 1(b) are
the pre-eminent nodes and the other nodes are constituent nodes. The dotted circles represent the cluster.

In MANET, an IDS can take any one of the three different forms. They are stand- alone, cooperative or hierar-
chical [9]. The stand-alone form of IDS is executed in all the nodes and local response can be observed. The main
pitfall of this architecture is the detection accuracy [6].

In the cooperative architecture of IDS, all nodes possess the local IDS but they share the data among themselves
and work cooperatively [6]. Finally, in the hierarchical architecture of IDS, the network is broken into several clusters
and a cluster head is chosen, based on a valid criterion. These cluster heads are more powerful than the normal
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Figure 1: (a). Stand alone architecture of IDS, (b) Cluster based IDS

nodes [7]. The main merit of this architecture is the effective utilization of energy and the drawback is that this type
of architecture is complex to adapt highly mobile MANETs [6].

In this work, we propose an IDS that is based on trust rates. The entire work of this system can be compartmen-
talized into three phases. They are

1) Pre-eminent node selection;

2) Inter-cluster trust rate computation;

3) Intra-cluster trust rate computation.

In the first phase of this work, a pre-eminent node is selected based on the trust rate.
The reason for the incorporation of the cluster based IDS is the effective utilization of energy, which is essential for

dynamic MANET. The next phase of this work focuses on the inter- cluster trust rate computation. This is carried
out by the Bayes Theorem. The next phase of the work is intra-cluster trust rate computation and this is done by
the Dempster-Shafer theory.

This is followed by the summation of trust rates calculated by both the second and third phase of the system
and this rate is termed as genuine trust. The outcome of this step yields a promising trust rate and the behavior of
the node is predicted. The genuine trust is fed into the Ant-based clustering algorithm. This algorithm clusters the
normal and the abnormal nodes separately and saves it for future reference. This list of abnormal nodes are notified
to the pre-eminent node for proceed with further action.

The list of normal nodes is considered in routing by taking the path in which maximum normal nodes are present.
This work is analysed with respect to routing and intrusion detection accuracy. The experimental outcome proves
the efficiency of this work.

2 Proposed Work

In this work, we propose an IDS that is based on trust rates. The entire work of this system can be compartmentalized
into three phases and are explained in this section. The assumptions of this work are every cluster knows its neighbor
or nearby cluster and they enter a mutual agreement, such that two different clusters mutually calculate the trust
rates of the constituent nodes.

To exemplify this concept, consider four different clusters A, B, C and D, where A is the immediate neighbor of C
and the immediate neighbor cluster of B is D. In this case, there-eminent node of A and C enter into an agreement,
so do the B and D. The trust rates of constituent nodes are computed mutually by A and C and the same process
are carried out by B and D. This assumption is conceived by this work while computing the intra-cluster trust rate
computation. The next assumption is that a trustworthy node remains trustworthy till the recovery process. A
cluster can be established only with the one hop neighbors.

The entire work of this system can be compartmentalized into three phases. They are

1) Pre-eminent node selection;

2) Inter-cluster trust rate computation;

3) Intra-cluster trust rate computation.

In the first phase of this work, a pre-eminent node is selected based on the trust rate. The reason for the
incorporation of the cluster based IDS is the effective utilization of energy, which is essential for dynamic MANET.
The next phase of this work focuses on the inter- cluster trust rate computation. This is carried out by the Bayes?
theorem. The next phase of the work is intra-cluster trust rate computation and this is done by the Dempster-Shafer
Theory.
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Figure 2: (Overflow of Proposed System

2.1 Cluster Establishment

In this work, we enforce a limit that every cluster can have the maximum of 7 nodes. This is to make the cluster to
operate more effectively. After the deployment of nodes, if a cluster does not have maximum number of constituent
nodes, it can send join request to other nodes.

A node is chosen as the pre-eminent node among all the constituent nodes of the cluster. The pre-eminent node
is chosen by taking the trust rate into account. A node with the highest trust rate in the cluster is chosen as the
pre-eminent node. The trust rate is calculated by taking the packet delivery ratio and battery backup or energy into
account.

Both the values range from 0 to 1 and a preferable value is set for both these parameters. The preferable value
for packet delivery ratio and battery backup is 0.7 and 0.7 respectively. The threshold is fixed as 1.4. If a node’s
trust rate is greater than the fixed threshold, then that node is preferably the pre-eminent node. The trust rate of a
node can be computed by the following.

Trrate = pdr + bb (1)

where pdr is the packet delivery ratio and bb is the battery backup.
The packet delivery ratio can be computed by considering the in and out ratio of the forwarding history evidences.

In normal case, in-ratio must be equal to the out-ratio. If the in-ratio is twice the out ratio, then the degree of
selfishness will be 0.5. If the out- ratio is zero, then the node is considered to be completely selfish or it could be
because of energy drop out.

Figure 3: A Pre-eminent node selection

Let γ be the in-ratio of packets and µ be the out-ratio of the packets. If γ = µ, then the node is trustworthy, that
is, it forwards all the received packets and actively participates in the network. This type of node renders its fullest
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cooperation to the network.
If γ = µ/2, then the node is partially trustworthy. This type of node will forward the packets sometimes and not

always. The behavior of such nodes varies with respect to time. If the value of µ = 0, then the node is malicious
and it may affect the entire network.

It can be noted from Figure 3 that the node with the highest trust value is chosen as the pre-eminent node. The
trust value is computed by Equation (1) and the details are tabulated in Table 3.

Table 1: Sample Trust Value Table

Degree In-Out Ratio Description
1 γ = µ Trustworthy Node
2 γ = µ/2 Partially Trustworthy Node
3 µ = 0 Malicious Node

Table 2: Energy Value Table

Case Energy value Description
1 1 Full energized node
2 0.75 Pretty good energy
3 0.5 Half energized node
4 0.25 Poor energized node
5 0 Energy drained node

Table 3: Detecting the nature of node

Node ID PDR Battery Backup Scenario Status of the Node
Node 1 0.9 0.9 1.8 > 1.4 Trustworthy
Node 2 0.9 0.3 1.2 < 1.4 Untrustworthy
Node 3 0.3 0.7 1.0 < 1.4 Untrustworthy
Node 4 0.4 0.5 0.9 < 1.4 Untrustworthy
Node 5 0.7 0.7 1.4 = 1.4 Trustworthy
Node 6 0.8 0.8 1.6 > 1.4 Trustworthy
Node 7 0.7 0.8 1.5 > 1.4 Trustworthy

In this case, if the same node is retained as the pre-eminent node for a long time, then the battery back-up
will deteriorate soon. By considering the dynamic nature of MANET and the aforementioned point, the cluster is
re-established for every five seconds.

2.2 Inter-cluster Trust Rate Computation

The inter-cluster trust rate computation is carried out by Bayes’ therorem. Bayes’ theorem was proposed by Rev.
Thomas Bayes, in the year 1763 [5]. The inter-cluster trust rate is computed by clubbing both the packet delivery
ratio and battery backup together. The total trust is given by Equation (2):

P (tr|pdr, bb) =
P (pdr|tr, bb)× P (tr|bb)

P (pdr|bb)
(2)

In Equation (2), P (tr|pdr, bb) is the posterior probability. P (pdr|tr, bb) is the prior probability. P (tr|bb) is called
as the likelihood and it provides the probability of trust rate for the battery backup. P (pdr|bb) is the normalizing
factor.
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Algorithm 1: Algorithm for pre-eminent node selection

1: Input: Set of nodes
2: Output: Clusters
3: Begin
4: cnth = 7;
5: For every 5 seconds
6: Randomly select a node;
7: Draw a circle that encloses 7 nodes;
8: if (cn < 7)
9: Broadcast join request;

10: For every cn of a cluster
11: Do
12: Compute Trrate = pdr + bb;
13: Find the ID of node with greatest Trrate
14: Declare it as pre-eminent node
15: End

The likelihood function of P (pdr|tr, bb) = P (pdr|tr). The probability of trust rate is given by

P (tr|pdr, bb) =
P (pdr|tr)× P (tr|bb)

P (pdr|bb)
(3)

P (pdr|tr) is calculated by Bayes’ theorem and is given below.

P (pdr|tr) =
P (tr|pdr)× P (pdr)

P (tr)
(4)

Equation (4) is applied in Equation (3) and is presented in Equation (5).

P (tr|pdr, bb) =
P (tr|pdr)× P (tr|bb)× P (pdr)

P (pdr|bb)× P (tr)
(5)

The normalizing factor is eliminated and the resultant equation is provided below.

P (tr|pdr, bb) = P (tr|pdr)× P (tr|P (tr|bb). (6)

The maximum trust value that can be obtained by this Bayes’ theorem is 1. If the node’s in-ratio is equal to the
out-ratio of packets and if the node is fully energized, then the trust rate is 1. Trust rate may turn to 0 if the packet
delivery ratio and the battery backup is not up to the mark.

This trust rate is calculated by the pre-eminent node for all its constituent nodes and is stored in the local table
of every constituent node. This way of trust rate computation serves well.

2.3 Intra-cluster Trust Rate Computation

The intra cluster trust rate computation is done by the Dempster-Shafer theory. The assumptions of this phase
are every cluster knows its neighbor or nearby cluster and they enter a mutual agreement, such that two different
clusters mutually calculate the trust rates of the constituent nodes.

To exemplify this concept, consider four different clusters A, B, C and D, where A is the immediate neighbor of C
and the immediate neighbor cluster of B is D. In this case, the pre-eminent node of A and C enter into an agreement,
so do the B and D. The trust rates of constituent nodes are computed mutually by A and C and the same process
are carried out by B and D. This assumption is conceived by this work while computing the intra-cluster trust rate
computation.

Dempster-Shafer theory is introduced by Arthur P. Dempster [2]. This theory is also known as evidence theory.
Dempster-Shafer theory is impressive because of the feature that it requires no prior knowledge of the probabilistic
methodology, as in Bayes’ theorem.

In this phase, we combine the trust rate computed by the corresponding pre-eminent node and the mutually
agreed pre-eminent node, in order to arrive at a genuine trust rate. This can be given by the following.
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Figure 4: Intra-cluster trust computation

A node can either be trustworthy or untrustworthy and there is special case in which the node is either trustworthy
or untrustworthy [?]. This can be written as

x : Ω = {T, T̄}. (7)

T represents that the node x is trustworthy and T̄ indicates that the node is untrustworthy. This could be explained
more by the hypothesis, as shown below.

H = {T} (8)

H̄ = T̄ (9)

U = Ω (10)

In Equation (8), the equation represents that the node is trustworthy. The node is untrustworthy and is given in
Equation (9). Equation (10) indicates that the node is either trustworthy or untrustworthy. Suppose, the probability
of trustworthiness of a node is given by µ, then S1(H) = µ

S1(H̄) = 0
S1(U) = 1− µ

(11)

The probability function of un-trustworthiness of a node is given by Equation (12). S1(H) = 0
S1(H̄) = µ
S1(U) = 1− µ

(12)

In the next step, we combine the trust rate computed by the native pre-eminent node of a cluster along with
the trust rate computed by the mutually agreed pre-eminent node. In this case, there is no need to check for the
trustworthiness of pre-eminent node, as the node with highest trust rate is selected as the pre-eminent node, with
faster recycling. The decisions made are combined and is provided below. There are three possible cases.

Case 1.
This is the case in which both the computations show that the node is trustworthy and it is given by

S1(H)⊕ S2(H)
1

w
[S1(H)S2(H) + S1(H)S2(U) + S1(U)S2(H)]. (13)

Case 2.
This is the case in which both the computations show that the node is untrustworthy and it can be written as

S1(H̄)⊕ S2(H̄)
1

w
[S1(H̄)S2(H̄) + S1(H̄)S2(U) + S1(U)S2(H̄)]. (14)

Case 3.
In this case the node can either be trustworthy or untrustworthy and it is represented as

S1(U)⊕ S2(U) =
1

w
S1(U)S2(U). (15)
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w in Equations (13)-(15) can be given by

w = S1(H)S2(H) + S1(H)S2(U) + S1(U)S2(H) + S1(H̄)S2(H̄) + S1(H̄)S2(U)

+S1(U)S2(H̄) + S1(U)S2(U). (16)

The genuine trust rate falls between 0 and 1. If the node’s trust rate is 1, then the node is completely trustworthy.
In case, if the node’s trust rate is 0.5, then the node is either trustworthy or untrustworthy and the final case is
that if the node’s trust rate is 0, then it indicates the fact that the node is untrustworthy. Accurate trust rates are
obtained on combining the resultant trust rates of inter and intra cluster.

The trust rates obtained for all the nodes are fed into the Ant based clustering algorithm and is explained in the
next section.

2.4 Ant Based Clustering Algorithm

Ant based clustering algorithm is known for its efficiency. In this work, the genuine trust rates obtained from the
previous phase are fed as input. The trust rates are dispersed in the grid and the ant randomly chooses a trust rate.
The ant moves over the grid and the trust rate is probabilistically placed only when the probability range is higher
than the probability of trust rate placement. This process continues until all the trust rates are placed perfectly in
cluster.

Algorithm 2: Ant based clustering algorithm

1: Input: Genuine trust rates
2: Output: Clustered outcome of trustworthy and untrustworthy nodes
3: Distribute genuine trust rates (gtr) in grid
4: Each ant chooses a gtr and place randomly in grid
5: Select each ant randomly and it moves randomly over grid
6: Ant probabilistically drops gtr over grid
7: Continue this process until all gtrs are placed in grid
8: End process

Table 4: Sample Cluster Data

Trustworthy Nodes Untrustworthy Nodes Either Trustworthy or Untrustworthy Nodes
A1, A3, A7 A4, A6 A2, A5

B1, B4, B5, B6 B3 B2, B7

The outcome of this algorithm is a list of trustworthy, untrustworthy and nodes that are either trustworthy or
untrustworthy. The list of untrustworthy nodes is forwarded to the pre-eminent node and it handles the problem.
While routing, the path with maximum number of trustworthy nodes alone is chosen, such that the packet delivery
ratio is terrifically improved.

2.5 Intrusion Detection

After the result update with the list of trustworthy, untrustworthy and nodes that are either trustworthy or untrust-
worthy, the pre-eminent node is responsible for handling such attacks. Handling the security breaches is out of the
scope of this work. The detected report is submitted and then the intrusion is handled by the recovery process.

This work effectively makes use of the trust rate and the objective of the system is achieved. Clustering of
trustworthy, untrustworthy and nodes that are either trustworthy or untrustworthy is achieved by ant based clustering
algorithm. A small concern of routing is considered, in which the path with maximum number of trustworthy nodes
is chosen.

3 Experimental Analysis

The performance of this system is tested in two angles. Initially, we focus on routing. In this work, only a small
concern of routing is considered. The path with several trustworthy nodes is chosen as the route for forwarding
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Algorithm 3: Overall algorithm

1: // Pre-eminent node selection
2: Begin
3: cnth = 7;
4: For every 5 seconds
5: Randomly select a node
6: Draw a circle that encloses 7 nodes
7: if (cn < 7)
8: Broadcast join request
9: For every cn of a cluster

10: Do
11: Compute Trrate = pdr + bb
12: Find the ID of node with greatest Trrate
13: Declare it as pre-eminent node
14: End

//Inter-cluster trust rate computation
15: Pre-eminent node calculates trust rate for all constituent nodes
16: S1: P (tr|pdr, bb) = P (tr|pdr)× P (tr|P (tr|bb)

// Intra-cluster trust rate computation
17: S2: Neighbor pre-eminent node calculates trust rate for all constituent nodes mutually (based on assumption)
18: Calculate genuine trust by combining S1 and S2

//Cluster trustworthy and untrustworthy nodes separately
19: Disperse genuine trust rates in the grid
20: Ant randomly chooses the trust rates and clusters them in the grid
21: Continue the process until all the genuine trusts are located
22: Send the report to the pre-eminent node

//Situation handling
23: Track the untrustworthy nodes and take necessary action

packets and the analysis is carried out based on speed variation and the number of nodes variation.
The routing aspect of this work is compared with TSR1, TSR2, TDSR and DSR [10]. TSR1 and TSR2 are

proposed in the same work but TSR1 renders more attention towards control packets and TSR2 pays more attention
on data packets. The performance metrics considered are packet delivery ratio, end to end delay, and throughput.

3.1 Experimental Setup

The network size of our system is chosen as 1000× 1000m2. Wireless bandwidth is the data rate of the connection
and is measured by bits/second. In our proposed system, the wireless bandwidth is 2 MB/Sec. The transmission
range of the mobile node is fixed as 100 meters. In wired networks, the destination node can receive the packet from
the source, only if the destination node is in the transmission range of the source node. In case, if the destination
node is not within the transmission range of the source node, then the packet is transmitted via some intermediate
node. In our case, the mobile nodes act both as a node and a router.

The random waypoint mobility model is exploited in this work and it makes sense that a mobile node remains
in a location for a certain period of time, which is termed as ’pause’. After the time gets expired, the mobile node
starts to choose a destination and the speed. Then, the node traverse towards the destination node at the chosen
speed and again it will get paused. The maximum speed of the node of this work is 10m/sec. The node pause time
is set as 20 seconds.

We have employed NS-2 for simulation. Un-slotted carrier-sense multiple access protocol is employed and it avoids
collision [4] for packet transmission. We distribute 30 nodes in a 1000 by 1000 meter. The transmission radius of all
nodes for a hop is given as 250 meters.

3.2 Performance Analysis

Performance metrics such as Packet delivery ratio, end-to-end delay and throughput, are employed to evaluate the
performance of our algorithm and the graphs of these performance metrics are presented from Figure 2 - Figure 7.
The proposed work is compared with the existing works such as DSR, TDSR, TSR1 and TSR2. Among these works,
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Table 5: Simulation Parameters

Simulation Parameters Value
Simulation Time 250 sec

Dimension 1000m× 1000m
Node count 35

Mobility Model Random waypoint
Traffic Nature Constant Bit Rate

Transmission Radius 250 m

TSR1 and FTDSR2 are proposed in the same work but with different characteristic features. TSR1 pays more
attention towards control packets and FTDSR2 focuses on data packets. On result analysis, it is proved that control
packets are more important than data packets in MANET.

The performance of the system is analysed in two different aspects. The first aspect of analysis focuses on routing
and the second aspect of analysis concentrates on intrusion detection. We have conducted two different tests for
routing by varying the speed and nodes.

Packet Delivery Ratio (PDR). PDR is the ratio of packets that are successfully sent to the destination node
from the source node and are computed by Equation (17) and the results are presented in Figure 1.

PDR =

∑
Number − of − Packets−Received)∑

Number − of − packets− sent
× 100. (17)

Figure 5: Packet delivery analysis vs. speed

Our system shows 75% packet delivery ratio with respect to speed and 80% packet delivery ratio with respect
to number of nodes.

Average Latency (Aly). The average time taken by the packets to reach the destination node from the source
node and is calculated by

Aly =

∑
(Arrival T ime− Sent T ime)∑
Number of Connections

(18)

Our proposed scheme proves least average latency and outperforms all the protocols. The end-to-end delay of
our system starts from 16 seconds with respect to speed and 0.01 seconds with respect to node count.

Throughput. The amount of data transmitted per unit time and it is calculated by

Throughput =
Size of the Packets(bits)

Time Taken(sec)
(19)
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Figure 6: Packet delivery analysis vs. node count

Figure 7: Average latency vs. speed analysis

Figure 8: Average latency analysis vs. node count
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Figure 9: Throughput analysis vs. speed

Figure 10: Throughput analysis vs. node count
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Throughput is directly proportional to the packet delivery ratio and thus the throughput of the proposed work
is higher than the existing works. The proposed work can transmit 0.39 packets per second with respect to
speed and 0.37 packets per second with respect to node count.

Intrusion Detection Accuracy. It is the accuracy rate of intrusion detection and it can be calculated by

Intrusion detection accuracy =
Number of correct detection of intrusion

Number of intrusions detected
(20)

Figure 11: Intrusion detection accuracy

Intrusion detection accuracy of the proposed work is compared with the system that employs KPCA+SVM ,
PCA+SVM and SVM alone. The detection accuracy of our system is 94.3% and is better than the compared
systems.

Intrusion Error Rate. It is the wrong detection of intrusion out of the total intrusions detected and it can be
calculated by

Intrusion detection accuracy =
Number of wrong detection of intrusion

Number of intrusions detected
(21)

Intrusion error rate of our system is much lesser than the existing works such as KPCA+SVM , PCA+SVM
and SVM alone. The error rate of the proposed system is 5%, and is tolerable to some extent.

From the experimental results, it is evident that the intrusion detection system works well with lesser error rate.

4 Conclusion

In this work, we propose an IDS that is based on trust rates. The entire work of this system is compartmentalized into
three phases and they are Pre-eminent node selection, Inter-cluster trust rate computation, Intra-cluster trust rate
computation. Inter-cluster trust rate is computed by Bayes? theorem and the intra-cluster trust rate is calculated by
the Dempster-Shafer theory. The computed genuine trust is fed into the ant based clustering algorithm. Finally, the
proposed work is analysed in terms of routing and intrusion detecting potential. The system shows better accuracy
rates for intrusion detection with minimum error rate. Trust rates are computed in two different ways and then, the
computed trust rates are combined. This combined trust rate is named as the genuine trust rate and is fed into Ant
based clustering algorithm. In future, the problem of computation overhead can be addressed.
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Figure 12: Detection error rate

References

[1] T. M. Chen and V. Venkataramanan, “Dempster-safer theory for intrusion detection in ad hoc networks”, IEEE
Internet Computing, vol. 9, pp. 35–41, 2005.

[2] A. P. Dempster, “Upper and lower probabilities induced by a multivalued mapping”, The Annals of Mathematical
Statistics, vol. 38, no. 2, pp. 325–339, 1967.

[3] G. G. Deverajan, R. Saravanan, “Selfish node detection based on evidence by trust authority and selfish replica
allocation in MANET”, International Journal of Information and Communication Technology, 2014.

[4] K. Govindan and P. Mohapatra, “Trust computations and trust dynamics in mobile adhoc networks: A survey,”
IEEE Communications Surveys & Tutorials, vol. 14, no. 2, pp. 279–298, 2012.

[5] J. Grover, “An Introduction to Bayes’ theorem and Bayesian belief networks (BBN)”, Strategic Economic
Decision-Making, vol. 9, pp 1–9, 2013.

[6] S. Mutlu, G. Yilmaz, “Distributed cooperative trust based i ntrusion detection framework for MANETs”, in
The Seventh International Conference on Networking and Services, pp. 292–298, 2011.

[7] C. Panos, C. Xenakis, I. S. Stavrakakis, “A novel intrusion detection system for MANETS”, International
Conference on Security and Cryptography, pp.1-10, 2010.

[8] R. Sharman, S. Sharma, “Performance analysis of intrusion detection in MANET”, Computer Technology and
Applications, vol. 2, pp. 456–462, 2011.

[9] R. Shrestha, K. H. Han, D. Y. Choi, S. Jo Han, “A novel cross layer intrusion detection system in MANET”,
in 24th IEEE Conference on Advanced Information Networking and Applications, pp. 647–654, 2010.

[10] Bo Wang, X. Chen, W. Chang, “A light-weight trust-based QoS routing algorithm for ad hoc networks”,
Pervasive and Mobile Computing, vol. 13, pp. 164–180, 2014.

[11] X. Wang, “An intrusion detection model based on ant principle”, in International Forum on Information Tech-
nology and Applications, pp. 362–366, 2010.

Deverajan Ganesh Gopal working as Associate Professor in School of Computing Science and Engineering. He
is an active researcher. He is a PhD student working under the supervision of Dr. R. Saravanan. His research areas
include wireless networks, network security and cloud computing.

R. Saravanan completed his doctoral thesis in the area of Approximation Algorithms in 1997 at the Ramanujan
Institute for Advanced Study in Mathematics and obtained the Ph.D degree from University of Madras. He obtained
M.E in the branch of Computer Science and Engineering at the College of Engineering, Guindy, Anna University,
Chennai. He has about two decades of teaching and research experience. He has rich research experience in areas
of algorithms and published more than seventy five research papers. His areas of research include approximation
algorithms, mobile computing, cryptography, and network security. He is a life member of Computer Society of India,
Cryptology Research Society of India and Ramanujan Mathematical Society and also he is a member of IEEE. He
served as a director during Aug 2010 - Jan 2013 and also as a dean during Feb 2013 - Jan 2014 at VIT University.



International Journal of Electronics and Information Engineering, Vol.3, No.1, PP.44-52, Sept. 2015 44

Taxonomy on Security Attacks on Self
Configurable Networks

Noor Mohd1, Singh Annapurna2, H. S. Bhadauria2

(Corresponding author: Noor Mohd)

Govind Ballabh Pant Engineering College, Pauri Garhwal, Uttarakhand, India1

Department of Computer Science and Engineering, Govind Ballabh Pant Engineering College2

Pauri Garhwal, Uttarakhand, India2

(Email: decentnoor@rediffmail.com)
(Received Jan. 2, 2014; revised and accepted July 5 & Nov. 15, 2015)

Abstract

Designing an intrusion detection system for a mobile wireless system is technically a difficult task. Due to
more mobile computing devices are coming into existence, in variable size, capabilities, mode of interaction, and
so on. One day mobile devices and its applications are omnipresent in the world. Mobile devices are using wireless
technologies like Bluetooth, Infrared, Wibree, Zigbee, 802.11, IrDA, WiMax (802.16), Wireless Sensor Network
(802.15) or ultrasound. These devices are using different technologies but one thing is common to them is that
they are cooperative in nature. And due to this nature and their sophisticated applications they are vulnerable
to threats and attacks. In the recent years numerous new attacks are identified which are not present in the wired
networks. And wired networks intrusion detection system is completely failed to fix. This paper discusses the
security attacks and intrusion detection systems methodology for self configurable networks.

Keywords: Intrusion Detection System; Mobile Adhoc Networks; Self Configurable Networks; Wireless Networks;

Wireless Sensor Networks.

1 Introduction

Security challenges emerge due to the ad hoc and dynamic nature of mobile ad hoc networks (MANET), in which
devices do not know each other a priori, but still need to develop spontaneous interactions between themselves.

Adhoc networks nodes are free to move arbitrarily with different speeds [38]; thus, the network topology may
change randomly and at unpredictable times. Some or all of the nodes in an ad hoc network may rely on batteries or
other exhaustible means for their energy [19, 46]. For these nodes, the most important system design optimization
criteria may be energy conservation. Wireless links continue to have significantly lower capacity than infrastructured
networks. In addition, the realized throughput of wireless communications - after accounting for the effects of multiple
access, fading, noise, and interference conditions, etc., is often much less than a radio’s maximum transmission rate.

There are many applications of MANETs. As a matter of fact, any day-to-day application such as electronic email
and file transfer can be considered to be easily deployable within an ad hoc network environment. Web services are
also possible in case any node in the network can serve as a gateway to the outside world [7]. In this discussion,
we need not emphasize wide range of military applications possible with ad hoc networks. Not to mention, the
technology was initially developed keeping in mind the military applications, such as battlefield in an unknown
territory where an infrastructure network is almost impossible to establish or maintain. In such situations, the ad
hoc networks having self-organizing capability can be effectively used where other technologies either fail or cannot
be deployed effectively.

The advances on miniaturization techniques and wireless communications have made possible the creation and
subsequent development of the Wireless Sensor Networks (WSN) paradigm [20, 36, 57]. The main purpose of WSN
is to serve as an interface to the real world, providing physical information such as temperature, light, radiation, etc.
to a computer system [13, 23, 34, 51]. The major difference between this type of networks and wired networks is their
decentralized and specialized nature. In WSN, all its members collaborate towards the common goal of obtaining or
deducing certain physical information from their environment. Moreover, WSN is capable of self-organization, thus
it can be deployed in a certain context without requiring the existence of a supporting infrastructure.
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The functionality and behavior of WSN are also different from another wireless network paradigm, Mobile Ad
Hoc Network (MANET). First, all devices in WSN are totally autonomous, not controlled by human users. Also,
those devices are much more constrained in terms of battery life and processing power, so it can only offer a simple
and predefined set of tasks, whereas a MANET node is usually a PDA-like device with much more functionality and
resources. In addition, the density of WSN is usually higher than in MANET.

The infrastructure of WSN can be divided into two parts, the data acquisition network and the data dissemination
network [3, 16]. The data acquisition network contains the sensor network ”per se”: sensor nodes and base stations.
Sensor nodes are a collection of small devices with the task of measuring the physical data of its surroundings, and
base stations are powerful devices in charge of collecting data from the nodes and forwarding control information
from the users [49, 58]. On the other hand, the data dissemination network is a combination of wired and wireless
networks that provides an interface of the data acquisition network to any user.

In addition to those traditional security issues, we observe that many general-purpose sensor network techniques
(particularly the early research) assumed that all nodes are cooperative and trustworthy. This is not the case for
most, or much of, real-world wireless sensor networking applications, which require a certain amount of trust in the
application in order to maintain proper network functionality [1, 44].

In addition, there are many attacks designed to exploit the unreliable communication channels and unattended
operation of wireless sensor networks. Furthermore, due to the inherent unattended feature of wireless sensor
networks, we argue that physical attacks to sensors play an important role in the operation of wireless sensor
networks [43].

The security of a network system can be provided with the help of intrusion prevention system and intrusion
detection system [30, 40]. Both techniques need to complement each other to provide a highly secure environment [26].
They play different roles in different states of the network. Security mechanism (X.800) is provided by intrusion
prevention system, and more useful in preventing outside attacks. When a node of a system is compromised, the
attacker owns all its cryptographic information, so encryption and authentication cannot defend against a trusted
but malicious user. Therefore, the role of intrusion detection is more important. And this is not an intelligent idea
to load heavy applications on the tiny mobile devices for security. Proactive applications are consuming batteries
on continuous basis but reactive security systems like intrusion detection system is a good solution for these kind of
mobile systems, where cooperation is the primary goal.

Most of today’s wired IDSs, which rely on real-time traffic parse, filter, format and analysis, usually monitor the
traffic at switches, routers, and gateways. The lack of such traffic monitoring points makes traditional wired IDSs
inadequate for infrastructure less wireless network platforms. There are also some characteristics of an infrastructure
less wireless network such as dynamic topology, mobile/semi-mobile and immobile nodes, disconnected operations,
problem of localization which seldom exist in the wired network.

2 Attack Model

Two kinds of threat models are discussed in infrastructure less wireless networks, one attack model is internal threat
from trusted sources, and external threat models from outside the network by unauthorized nodes. External threats
are very easy to be detected. Internal attacks are posed by the internal trusted node which is compromised by the
attacker. And it is very difficult to distinguish between a regular or malicious communication. In this section we will
discuss the generalized attack models whether it is internal or external threat on the basis of layered architecture for
communication.

2.1 Attack Models in the MAC Layer

The attacks on the MAC layer are also known as an unfair use of a transmission channel. For the wireless networks
it is purely based on the fair share of radio waves. But an intruder or malicious node can prevent other nodes in the
network from getting transparent share of the channel. This activity can be considered as a denial of service (DoS)
attack against the neighbors which are participating in a fair competition for allocation of transmission channels
in a contention based network. Since the competing neighbors are deprived of their fair share of the transmission
channel. Possible methods for unfair use of the transmission channel are as follows:

Ignoring the MAC Protocol.
Protocols like 802.11, uses request for transmission (RTS) and clear for transmission (CTS) mechanism to
notify the neighbors that how long the transmission channel will be reserved by the node for successful trans-
mission [18]. The availability of these protocols avoided the problem of collision [47] . But a misbehaving node
can violate these protocols. Hence the competing neighbors are unable to get a fair share of channels [50]. This
imposes a long delay at the output queues of the nodes and finally packets are timed out and get removed.
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Network Partition.
Garbage can consist of packets of unknown formats, violating the proper sequence of a transaction (e.g. sending
a data packet without exchanging RTS and CTS) or simply random bits used as static noise by misbehaving
nodes [15, 52]. Garbage data may result in too many collisions and may consume a significant part of the
available Channel capacity.

Malicious Flooding.
Deliver unusually large amount of data or control packets to whole network or some targeted nodes [8, 23, 39, 56].
We can distinguish two kinds of flooding attack. First one is the route request (RREQ) flooding attack. It
ignores the network limitations for sending RREQ messages and sends a large number of RREQ packets with
a maximum time to live (TTL) value addressing nodes that do not exist in the network.

The second is called data flooding attack. In this malicious node first sets up paths to all nodes in the network
and then sends large volumes of useless data packets to all nodes along these paths, depleting in this way the
available network bandwidth. Both attacks consume the available network resources and disallowing other
nodes to communicate correctly.

Network Partition.
A connected network is partitioned into sub networks where nodes in different sub networks cannot communicate
even though a route between them actually does exist [37, 54].

Sleep Derivation.
A node is forced to exhaust its battery power. It can be achieved by Denial of Service attack. Even it is not
denial of service but sending the targeted node unnecessary request to process.

On-Off Attack.
A malicious node may alternatively behave well and badly to stay undetected while disrupting services [35].
Some time it acts as malicious and some time it acts as trusted node. So fooling the Intrusion detection system
if present any in the network.

2.2 Attack Models in the Network Layer

The security threat on the network layer is called as anomaly in packet forwarding. Packet forwarding includes the
data packets and control packets as well. This section is not considering the circuit switching based network because
the research is based on wireless communication. This layer is the sophisticated and soft target of the attackers for
both attack models internal and external threat. An anomaly in packet forwarding for different wireless network
takes the different forms. Some attacks are specific to the specific architecture and most of them are generalized for
all heterogeneous wireless environments.

Blackhole Attack/Sinkhole Attack.
In blackhole attack alias sinkhole attack, a malicious node uses its routing protocol in order to advertise itself
for having the shortest path to the destination node or to the packet it wants to intercept [4, 27, 41]. In this
way attacker node will always have the availability in replying to the route request and thus attract the whole
traffic on the network and intercept the data packet and further it may retain it or drop it.

Wormhole Attack.
A tunnel is created between two nodes that can be utilized to secretly transmit packets. Wormhole [9, 25, 39, 44]
is a term adopted to describe an attack against the routing protocol in which two cooperating malicious nodes
create a tunnel between two points of the network. The attack is possible even if none hosts were compromised
and even attacked network introduced a strong authentication and encryption algorithms. This is the most
difficult attack to trace it and counter it.

Byzantine Attack.
This attack is derived from Two Armies 1 problem of Byzantine valley. Two armies, each led by a general,
are preparing to attack a fortified city. The armies are encamped near the city, each on its own hill. A valley
separates the two hills, and the only way for the two generals to communicate is by sending messengers through
the valley. Unfortunately, the valley is occupied by the city’s defenders and there’s a chance that any given
messenger sent through the valley will be captured (this scenario assumes that while the two generals have
agreed that they will attack, they haven’t agreed upon a time for attack before taking up their positions on
their respective hills).

1http://en.wikipedia.org/wiki/Army
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The two generals must have their armies attack the city at the same time in order to succeed. They must thus
communicate with each other to decide on a time to attack and to agree to attack at that time, and each general
must know that the other general knows that they have agreed to the attack plan. Because acknowledgement
of message receipt can be lost as easily as the original message, a potentially infinite series of messages are
required to come to consensus.

In this attack, a compromised intermediate node or a set of compromised intermediate nodes works in collusion
and carries out attacks such as creating routing loops, forwarding packets on non-optimal paths and selectively
dropping packets [17, 48, 53] which results in disruption or degradation of the routing services. It is hard to
detect byzantine failures. The network would seem to be operating normally in the viewpoint of the nodes,
though it may actually be showing Byzantine behavior.

The Sybil Attack.
In this attack, a single node i.e. a malicious node will appear to be a set of nodes and will send incorrect
information to a node in the network [27]. The incorrect information can be a variety of things, including the
position of the nodes, signal strengths, making up nodes that do not exist.

Denial of Service Attack.
A node is prevented from receiving and sending data packets to its destinations. Attacker sends the unnecessary
data packets to targeted node to void its main services.

In this type of attack, an attacker attempts to prevent legitimate and authorized users from the services offered
by the network. A denial of service (DoS) attack can be carried out in many ways. The classic way is to
flood packets to any centralized resource present in the network so that the resource is no longer available to
nodes in the network, as a result of which the network no longer operating in the manner it was designed to
operate [32]. This may lead to a failure in the delivery of guaranteed services to the end users. Due to the
unique characteristics of ad hoc wireless networks, there exist many more ways to launch a DoS attack in such
a network, which would not be possible in wired networks. DoS attacks can be launched against any layer in
the network protocol stack [21]. On the physical and MAC layers, an adversary could employ jamming signals
which disrupt the on-going transmissions on the wireless channel [10]. On the network layer, an adversary
could take part in the routing process and exploit the routing protocol to disrupt the normal functioning of
the network. For example, an adversary node could participate in a session but simply drop a certain number
of packets, which may lead to degradation in the QoS being offered by the network. On the higher layers, an
adversary could bring down critical services such as the key management service.

Rushing Attack.
This kind of attack is applied on reactive routing protocols. In this an attacker that can forward ROUTE
REQUESTs more quickly than legitimate nodes can do so, can increase the probability that routes that include
the attacker will be discovered rather than other valid routes [24, 28]. This is called as rushing to find out
route in order to incorporate attack on the targeted node.

Packet Drop.
Packet drop is most common attack [5, 22, 45]. It is done not only individually but with the help of all kind
of attacks including blackhole, denial of service and Sybil attack.

Delay in Packet Transmissions.
An attacker is doing unnecessary delay for transferring the packets to the destination to disrupt the Quality of
Service [39].

Fabricated Route Messages.
Route messages with malicious contents are injected into the network [11]. Due to the cooperative nature of self
configurable networks, this kind of attack is most dangerous and malicious contents are spreading throughout
the networks via the trusted node and will destroy the complete network.

False Source Route
An incorrect route is advertised on the network, setting the route length to be the shortest, regardless where
the destination is [31]. And vice a versa can also be applicable to forcefully adopt more vulnerable route.

Cache Poisonings.
Information stored in routing tables is modified, deleted or injected with false information [29]. Spreading this
information and misguiding the whole network.
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Selfishness.
A node is not serving as a relay node to other nodes [33]. It may be saving its battery for particular process
to disrupt or probe the network.

2.3 Attack Models in the Transport Layer

The transport layer has very specific protocols including TCP, UDP and real time streaming protocols like SCTP and
RSVP. But infrastructures less wireless networks are not designed to handle the real time streaming. Instead they
use the service of UDP and TCP for data transfer. Though TCP has been extensively used for the wired network
but is being used for mobile Adhoc network in the transport layer [42]. As there is no complementary protocol
available for providing the connection oriented services in the infrastructure less wireless network. Though there is
some principle difference in TCP for wired network and TCP for wireless network but basic functionality is same.

Session Hijacking.
Session hijacking is a critical error and gives an opportunity to the malicious node to behave as a legitimate
system. All the communications are authenticated only at the beginning of session setup. The attacker may
take the advantage of this and commit session hijacking attack. At first, he or she spoofs the IP address of
target machine and determines the correct sequence number. After that he performs a DoS attack on the
victim. As a result, the target system becomes unavailable for some time. The attacker now continues the
session with the other system as a legitimate system.

Attacks using the TCP Segment Header.

1) Denial of Service Attack.
There are various types of DoS attacks are possible. But for this chapter we consider the case of the
TCP/IP header only.

2) Guest/Remote to Local (R2L) Login Attack (unauthorized access from a remote system).
An attacker, who does not have rights of authentication on a targeted node, gains local access to extract
files from the system, or modifies data in transit to the system.

3) Probing: Surveillance and Other Probing.

a. Ping Sweep/IP Sweep.
Ping (beacon signal) sweep is a technique used to identify which range of IP addresses map to live
node. In this ICMP ECHO request are sent to multiple hosts. If a given address node is live, it will
reply with an ICMP ECHO. A ping command is often used to verify that a network device/node is
functioning or not.

b. Port Sweep.
Port sweep is a method to probe a server or host for open ports and not the working ports to launch
the zombie attack.

c. SYN Scan.
SYN scan is another form of TCP scanning. The port scanner software generates raw IP packets,
and then monitors the responses from the targeted node. This scan type is called as ”half-open
handshaking”. Exactly, as it never opens a full TCP connection. The port scanner software generates
a SYN packet. If the targeted node port is open, it will reply with a SYN-ACK packet. The scanner
node will reply with a RST packet, and thus closing the connection before handshaking completed.

d. SYN Scan with FIN.
SYN scans are not surreptitious enough; firewalls are present in general (for the wired network).
Scanning and blocking packets in the form of SYN packets are possible by the firewall. Then FIN
bit ON packets are able to pass through firewalls without any modification. Closed ports from the
targeted node will reply to a FIN packet with an appropriate RST packet, whereas open targeted
ports will ignore the packets.

Attacks using UDP Header.
UDP Flood Attack: UDP is a connectionless protocol and it does not require any connection setup procedure
to transfer data [14]. A UDP Flood Attack is possible when an attacker sends a UDP packet to a random port
on the victim system. When the victim system receives a UDP packet, it will determine what application is
waiting on the destination port. When it realizes that there is no application that is waiting on the port, it
will generate an ICMP packet of destination unreachable to the forged source address. If enough UDP packets
are delivered to ports on the victim, the system will go down.
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2.4 Attack Models in the Application Service Layer

The application layer is more vulnerable compared with other layers. Application layer holds the attraction of the
attacker because all needed information is present in this layer. This layer holds the user data, and supports many
protocols such as HTTP, SMTP, TELNET, and FTP. But for Adhoc network environment. Application protocol
may be differing according to the nature of the node. So this layer in Adhoc network is called as MANET traffic
generation layer and in wireless Sensor network it is called as service layer. There are various forms of attacks are
available for this layer but the most common attack types are discussed below.

Masquerading.
A bogus registration is an active attack in which an attacker does a registration with a bogus care-of-address
by masquerading itself as someone else [2]. By advertising fraudulent beacons, an attacker might be able to
attract a MN (mobile node) to register with the attacker as if MN has reached HA (home agent) or FA (foreign
agent). Now, the attacker can capture sensitive personal or network data for the purpose of accessing network
and may disrupt the proper functioning of network. It is difficult for an attacker to implement such type of
attack because the attacker must have detailed information about the agent.

Repudiation.
In simple terms, repudiation refers to the denial or attempted denial by a node involved in a communication
of having participated in all or part of the communication [55]. Example of repudiation attack is a commer-
cial system in which a selfish person could deny conducting an operation on a credit card purchase or deny
any on-line transaction Non-repudiation is one of the important requirements for a security protocol in any
communication network.

Data Corruption/Modification.
It includes all kind of active attacks including data corruption and modification in original message [12].

Table 1: Attack models on different layers

Attack Models on Masquerading, Repudiation, Data Corruption/Modification
Application Layer
Attack Models on Attack Based on TCP segment Header Session Hijacking, Denial of Service
Transport Layer Attack, Probing

Attacks Based on UDP Header Flood Attacks
Network Layer Attack Black hole attack/Sinkhole attack, Wormhole attack, Byzantine attack, The Sybil attack,

Denial of Service Attack, Rushing Attack, Packet Drop, Delay in Packet Transmissions,
Fabricated route messages, False Source Route, Cache Poisonings, Selfishness

Attack Models on Ignoring the MAC protocol, Jamming the transmission channel with garbage,
MAC layer Attacks Malicious flooding, Network Partition, Sleep Derivation, On-Off Attack

3 Conclusions

In this paper we discussed the possible attack models in each layer for self configurable networks. Self configurable
networks include mobile Adhoc networks, Wireless Sensor networks, and Mesh networks. These self configurable
networks are much popular among the researchers due their wide application in human life including monitoring,
habitat monitoring, weather forecasting, earth quake forecasting, and future possible ecommerce applications. These
networks are cooperative networks so they can be deceived by the intruders. So, discussion of possible attacks leads
the direction of security and safety of these networks.
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