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Abstract

Let Σ∗ be the free monoid over a finite alphabet Σ and H a subgroup of a given group G. A group code X is
the minimal generator of X∗ with X∗ = Ψ−1(H), where Ψ is a morphism from the free monoid Σ∗ to the group
G. In general, it is not obvious to detect if a subset X of Σ∗ is a code or not. In this paper, we use the fact that
the syntactic monoid M(X∗) of X∗ is isomorphic to the transition monoid of the minimal automaton recognizing
X∗, to giving some examples of groups codes based on the following two results from [1]: 1) The subset X of Σ∗

is a group code if and only if the monoid M(X∗) is a group. 2) Let X ⊆ Σ∗ be a finite code, the syntactic monoid
M(X∗) is a group if and only if X = Σn for some a positif integer n. And in this case, the group M(X∗) is a
cyclic group of order n.

Keywords: The free monoid and relatives, finite automaton and syntactic monoid

1 Introduction

Let Σ be an alphabet. A subset X of the free monoid Σ∗ is a code over Σ if for all m,n ≥ 1 and x1, x2, · · · , xn, y1,
y2, · · · , ym ∈ X, the condition:

x1x2 · · ·xn = y1y2 · · · ym

implies n = m and xi = yi for i = 1, 2, · · · , n.
In other words, a set X is a code if any word in X+ can be written uniquely as a product of words in X [1]. It is

not always easy to verify a given set of words is a code. For this purpose, it is shown [1, 6], Let G be a group and
H a subgroup of G. Let ψ : Σ∗ −→ G be a surjective morphism, ψ−1(H), it is generated by a biprefix code called a
group code.

The remainder of this paper is organized as follows. In Section 2, some mathematical preliminaries. In Section 3,
we use the fact that the syntactic monoid M(X∗) of X∗ is isomorphic to the transition monoid of the minimal
automaton recognizing X∗, to giving some examples of groups codes and we show that the submonoid X∗ generated
by the group code X is a complete submonoid of the free monoid Σ∗. Finally, we draw our conclusions in Section 4.

2 Preliminaries

A monoid is a set M equipped with an associative binary operation and has a neutral element. The operation is
usually written multiplicatively. The neutral element is unique and is denoted by 1M , or simply by 1.

An alphabet Σ is any finite set, the elements of an alphabet are called letters or symbols. A finite word over Σ is a
finite sequence of symbols w = (σ1, σ2, · · · , σn) of elements of Σ denoted by the concatenation w = σ1σ2 · · ·σn. The
integer n = |w| is the length of the word w. For example, the finite sequences 00110 and 110 are two words over the
binary alphabet {0, 1} with |00110| = 5 and |110| = 3. The empty sequence () of length 0 is called the empty word
and is denoted by ε. The set Σ∗ of all words over Σ equipped with the operation of concatenation has a structure of
a monoid with the empty word ε as a neutral element, called the free monoid on Σ. We denote by Σ+ = Σ∗ − {ε}
the free semigroup over Σ [7].

For example, {0, 1, 2}∗ = {ε, 0, 1, 2, 00, 01, 02, 11, 12, 20, 21, · · · }. If σ is a letter of the alphabet Σ, for any word
w = σ1σ2 · · ·σk of Σ∗, we denote by |w|σ = Card {i = 1, 2, · · · , k : σi = σ}, the number of the occurrences of σ in
the word w. For example |00110|0 = 3 and |00110|1 = 2. A language L over Σ∗ is any subset of Σ∗ [2].
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A submonoid of Σ∗ is a subset M which is stable under the operation and which contains the neutral element of
Σ∗, i.e., MM ⊂M and ε ∈M .

A congruence on a monoid M is an equivalence relation ≡ on M compatible with the operation of M i.e., for all
m,m′ ∈M,u, v ∈M

m ≡ m′ =⇒ umv ≡ um′v.0.

Let L be a language over Σ, the syntactic congruence of L denoted by ≡L is defined by:

u ≡L v ⇐⇒ (∀x, y ∈ Σ∗ : xuy ∈ L⇐⇒ xvy ∈ L) .

The quotient of Σ∗ by ≡L is, by definition, the syntactic monoid of L denoted M(L), i.e., M(L) = Σ∗/ ≡L [4].
The right congruence of L ⊆ Σ∗, denoted by ∼L, is defined by:

∀w1 ∈ Σ∗,∀w2 ∈ Σ∗, (w1 ∼L w2)⇐⇒ (∀x ∈ Σ∗, w1x ∈ L⇐⇒ w2x ∈ L) .

For L ⊂ Σ∗, the minimal automaton for L, in terms of the congruence ∼L, is A = (Q, q0, F,Σ, δ) with:

1) The set state of A are Q = {w,w ∈ Σ∗};

2) The initial state of A is q0 = ε;

3) The set of final state of A is F = {w,w ∈ L}, and finally

4) The transition function of A is defined by: δ (w, σ) = wσ, with w ∈ Σ∗/ ∼L and σ ∈ Σ [4].

A morphism from a monoid Σ∗ into a monoid Γ∗ is a function h : Σ∗ −→ Γ∗ which satisfies, for all, u, v ∈ Σ∗,
h(uv) = h(u)h(v) and furthermore h(ε) = ε.

Note that, the homomorphism h is completely determined by the images of letters of Σ in Γ∗, i.e., h(σ) for any σ
belong to Σ.

A bijective monoid homomorphism is called a monoid isomorphism. Two monoids are said to be isomorphic if
there is a monoid isomorphism between them.

Recall this important result which states that the syntactic monoid M (L) of a language L is isomorphic to the
transition monoid of the minimal automaton recognizing L.

A set X ⊂ Σ∗ is a code if any word in X+ can be written uniquely as a product of words in X, that is, has a
unique factorization in words in X, i.e., if for all m,n ≥ 1 and x1, · · · , xn, y1, · · · , ym ∈ X, the condition:

x1x2 · · ·xn = y1y2 · · · ym

implies n = m and xi = yi for i = 1, 2, · · · , n [8, 9].
The code X is a maximal if, for any code X ′ such that X ⊆ X ′ then we have X = X ′.
A subset X of Σ∗ is called prefix (suffix) if X ∩XΣ+ = ∅ (resp. X ∩XΣ+ = ∅). A subset X of Σ∗ is biprefix if

it is both suffix and prefix [3].

3 Group Codes

Let us first recall the definition of a group code. Let G be a group and H a subgroup of G. Let ψ : Σ∗ −→ G be a
surjective morphism, ψ−1(H) it is generated by a biprefix code called a group code.

The following propositions from [1] gives a methods to construct group codes.

Proposition 1. [1] Let G be a group and H a subgroup of G. Let ψ : Σ∗ −→ G be a morphism.
Let X∗ = ψ−1(H) with X is the minimal generator of the set X∗. Then X is biprefix code. Furthermore, if ψ is

surjective, then X is a maximal biprefix code. In the last case the set X is called a group code denoted by X (G,H)ψ.

Example 1.

1) Consider the morphism of monoids ψ : {a, b}∗ −→ (Z,+) defined by:
ψ(a) = 1, ψ(b) = −1, ψ(ε) = 0.

And then, ∀w ∈ {a, b}∗ we have ψ(w) = |w|a − |w|b.
The mapping ψ is surjective because ∀m ∈ Z,∃w ∈ {a, b}∗ such that ψ(w) = m.

In fact:

a. If m = 0 then ψ(ε) = 0.
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b. If m > 0 then ψ(am) = m · ψ(a) = m · 1 = m.

c. If m < 0 then ψ(b−m) = −m · ψ(b) = −m · (−1) = m.

Let H = {0} be the trivial subgroup of (Z,+). Then X∗ = ψ−1({0}) =
{
w ∈ {a, b}∗ : ψ(w) = |w|a − |w|b = 0

}
={

w ∈ {a, b}∗ : |w|a = |w|b
}

.

The set X is infinite because X contains at least the set of all the words of the form anbn, n > 0, which is
evidently infinite. Finally, according to the proposition 1 the set X is a maximal biprefix code.

2) Let ψ : Σ∗ −→ (Z/nZ,⊕) be the morphism of monoids defined by: ψ(σ) = 1 for all σ ∈ Σ, and ψ(ε) = 0.

Then, we have for all w ∈ Σ∗ : ψ(w) = |w| mod (n). We have the mapping ψ is surjective because for all
m ∈ Z/nZ, the word w = σm ∈ Σ∗, for all σ ∈ Σ, satisfies the condition ψ(σm) = m. And if X∗ =
ψ−1(

{
0
}

) = {w ∈ Σ∗ : |w| ≡ 0mod (n)} then, X = Σn. According to Proposition 1. This shows that the set
X is a maximal biprefix code.

Proposition 2. [1] Let X ⊆ Σ∗ be a subset of Σ∗. Then X is a group code if and only if the syntactic monoid
M(X∗) is a group.

Example 2. Consider the morphism ψ : {a, b}∗ −→ (Z/2Z,⊕) defined by: ψ(a) = 0, ψ(b) = 1, ψ(ε) = 0.
We take X∗ = ψ−1(

{
0
}

) =
{
w ∈ {a, b}∗ : |w|b ≡ 0

}
[5]. The minimal generator of X∗ is the set X = ba∗b ∪ {a}.

To show that the monoid syntactic M(X∗) of X∗ is group, it suffices to show that the transition monoid of the
minimal automaton of X∗ is group.

The minimal automaton of X∗A = (Q, q0, F,Σ, δ) is constructed using the congruence ∼X∗ with,

1) Q =
{
w,w ∈ {a, b}∗

}
;

2) q0 = ε;

3) F = {w,w ∈ X∗};

4) δ (w,σ) = wσ,w ∈ {a, b}∗ / ∼X∗ , σ ∈ {a, b}∗.

The right congruence relation ∼X∗ defined by:

∀w1 ∈ {a, b}∗ ,∀w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒
(
∀x ∈ {a, b}∗ , w1x ∈ X∗ ⇐⇒ w2x ∈ X∗

)
∀w1 ∈ {a, b}∗ ,∀w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒

(
∀x ∈ {a, b}∗ , |w1x|b ≡ 0⇐⇒ |w2x|b ≡ 0

)
∀w1, w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒

(
∀x ∈ {a, b}∗ , |w1|b + |x|b ≡ 0⇐⇒ |w2|b + |x|b ≡ 0

)
.

Then the monoid quotient contains two classes {a, b}∗ / ∼X∗=
{
X∗, X∗

}
, where X∗ is the complement of X∗ with

respect to {a, b}∗. The transition function of the automaton A = (Q, q0, F,Σ, δ) is defined by:

δ(X∗, a) = X∗, δ(X∗, b) = X∗

δ(X∗, a) = X∗, δ(X∗, b) = X∗.

The transition monoid of the automaton A = (Q, q0, F,Σ, δ) is ϕ({a, b}∗) with, ϕ : {a, b}∗ −→ QQ. And QQ is
the monoid of all mappings from Q to Q equipped with the operation of composition.

Then,

ϕ(a) =

(
X∗ X∗

X∗ X∗

)
= idQ,

ϕ(b) =

(
X∗ X∗

X∗ X∗

)
=
(
X∗X∗

)
.

Then ϕ({a, b}∗) = 〈ϕ(b)〉, since ϕ(b) is a permutation of order 2 then ϕ({a, b}∗) is a group of order 2. Finally,
we obtain M(X∗) is a group of order 2. (see Figure 1)

Proposition 3. [1] Let X ⊆ Σ∗ a finite code. Then M(X∗) is a group if and only if X = Σn. And in this case, the
syntactic monoid M(X∗) is cyclic group of order n.
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Figure 1: The minimal automaton of X*

Example 3. Consider the morphism of monoids ψ : {a, b}∗ −→ Z/3Z defined by: ψ(a) = ψ(b) = 1, ψ(ε) = 0.
We take X∗ = ψ−1(

{
0
}

) =
{
w ∈ {a, b}∗ : |w| ≡ 0

}
[6].

Then X = {a, b}3 = {aaa, abb, aab, aba, baa, bbb, bab, bba}.
To show that the monoid syntactic M(X∗) of X∗ is cyclic group of order 3, it suffices to show that the transition

monoid of the minimal automaton of X∗ is cyclic group of order 3.
The minimal automaton of X∗ A = (Q, q0, F,Σ, δ) is constructed using the congruence ∼X∗ with,

1) Q =
{
w,w ∈ {a, b}∗

}
;

2) q0 = ε;

3) F = {w,w ∈ X∗};

4) δ (w,σ) = wσ,w ∈ {a, b}∗ / ∼X∗ , σ ∈ {a, b}∗.

The right congruence relation on ∼X∗ is defined by:

∀w1 ∈ {a, b}∗ ,∀w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒
(
∀x ∈ {a, b}∗ , w1x ∈ X∗ ⇐⇒ w2x ∈ X∗

)
.

∀w1 ∈ {a, b}∗ ,∀w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒
(
∀x ∈ {a, b}∗ , |w1x| ≡ 0⇐⇒ |w2x| ≡ 0

)
.

∀w1, w2 ∈ {a, b}∗ , (w1 ∼X∗ w2) ⇐⇒
(
∀x ∈ {a, b}∗ , |w1|+ |x| ≡ 0⇐⇒ |w2|+ |x| ≡ 0

)
.

Then we have: {a, b}∗ / ∼X∗= {X∗, L1, L2} with L1 =
{
w ∈ {a, b}∗ : |w| ≡ 1

}
and L2 =

{
w ∈ {a, b}∗ : |w| ≡ 2

}
.

The transition function of the automaton A = (Q, q0, F,Σ, δ) is defined by: δ(X∗, a) = L1, δ(X
∗, b) = L1, δ(L1, a) =

L2, δ(L1, b) = L2, δ(L2, a) = X∗, δ(L2, b) = X∗.
The transitions monoid of automaton A = (Q, q0, F,Σ, δ) is θ({a, b}∗) with θ : {a, b}∗ −→ QQ.
Then

θ(a) =

(
X∗ L1 L2

L1 L2 X∗

)
= (X∗L1L2)

θ(b) =

(
X∗ L1 L2

L1 L2 X∗

)
= (X∗L1L2) .

Then θ({a, b}∗) = 〈θ(a)〉 = 〈θ(b)〉. Since θ(a) is cycle of length 3 then θ({a, b}∗) is a cyclic group of order 3.
Finally, M(X∗) is a cyclic group of order 3 (see Figure 2).

In following proposition, we show that the submonoid X∗ generated by the group code X is a complete submonoid
of the free monoid Σ∗.

Proposition 4. Let G be a group and H a subgroup of G. Let ψ : Σ∗ −→ G be a surjective morphism.
The submonoid X∗ = ψ−1(H) with X is the minimal generator of the set X∗is a complete submonoid in the free

monoid Σ∗.

Proof. To obtain the desired result, we show that for all w ∈ Σ∗, there exists u, v ∈ Σ∗ such that uwv ∈ X∗.
Since X∗ = ψ−1(H), then we have

uwv ∈ X∗ if and only if ψ(uwv) ∈ H if and only if ψ(u)ψ(w)ψ(v) ∈ H.
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Figure 2: The minimal automaton of X*

Then it suffices to take ψ(u) = (ψ(w))
−1

((ψ(w))
−1

denote the inverse of ψ(w) in the group G), i.e., u ∈
ψ−1

({
(ψ(w))

−1
})

with ψ−1
({

(ψ(w))
−1
})

is the inverse image of
{

(ψ(w))
−1
}

and v = ε.

We have then ψ(u)ψ(w)ψ(v) = (ψ(w))
−1
.ψ(w).ψ(ε) = 1G.1G = 1G ∈ H.

Example 4. We show that the submonoid X∗ =
{
w ∈ {a, b}∗ : |w|a = |w|b

}
cited in Example 2, is a complete

submonoid in the free monoid {a, b}∗. Let w ∈ {a, b}∗, there is only three cases to be considered.

Case 1. If w ∈ X∗ then |w|a = |w|b in this case it suffices to take u = v = ε and we have εwε = w ∈ X∗.

Case 2. If |w|a < |w|b then it suffices to take u = a|w|b−|w|a and v = ε. We have then |uwv|a = |u|a + |w|a + |v|a =
|w|b− |w|a + |w|a + 0 = |w|b. In the same case |uwv|b = |u|b + |w|b + |v|b = 0 + |w|b + 0 = |w|b. Then, we have
|uwv|a = |uwv|b and consequently uwv ∈ X∗.

Case 3. If |w|a > |w|b then it suffices to take u = b|w|a−|w|b and v = ε. We have then |uwv|a = |u|a + |w|a + |v|a =
0 + |w|a + 0 = |w|a. In the same case |uwv|b = |u|b + |w|b + |v|b = |w|a− |w|b + |w|b + 0 = |w|a. Then, we have
|uwv|a = |uwv|b and consequently uwv ∈ X∗.

Finally, the three cases shows that the submonoid X∗ is a complete submonoid of {a, b}∗.

4 Conclusion

In this paper, we give some examples of group code and we show that the submonoid X∗ generated by the group
code X is a complete submonoid of the free monoid Σ∗.
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Abstract

The intelligent classification techniques have been widely used in the medical field for accurate classification.
The liver disease diagnoses is one of the most commonly tasks in medical diagnosis area. However liver disease
in most cases does not cause any symptoms at earlier stage. Symptoms partly rely on the type and the degree of
liver disease. In this paper an intelligent technique called a hybrid rough- fuzzy classifier (HRFC) is proposed for
liver disease diagnosis. Rough sets are used to generate and reduce classification rules which are used in fuzzy set
to enhance the classification accuracy of liver diseases diagnoses. The classification is implemented by two phases.
In the first phase, rough set rules generated using LEM2 algorithm is applied to generate minimal classification
rules. The rule induction is used to improve the accuracy. In the second phase fuzzy inference system is applied
to identify the types or risks of the liver disease. The results shows that the proposed model gives 99.1 percent
classification accuracy in rule generation.

Keywords: Classification techniques, fuzzy inference system, LEM2 algorithm, liver diseases, rough set

1 Introduction

The liver disease is considered one of the most dangerous diseases in the world. Because this disease may not cause
any symptoms at earlier stage. It also may cause vague symptoms, as loss of energy and weakness. Liver diseases
are diagnosed based on the liver functional test [10]. So the intelligent systems especially classification techniques
are playing an important role to early detect and diagnose this disease. In general, the classification aims to classify,
objects and mini real world state into classes. Each of the represented objects is original and this mean that
classification is a real degree of generalization. Computational intelligence (CI) techniques are considered efficient
tools for implementation of a classification model. CI models composed of several models like, neural networks, fuzzy
sets, evolutionary computation algorithms, and rough sets. CI methods have two commonalities which are the non-
symbolic representation of pieces of knowledge [2] and ”bottom-up” architecture where the structures and paradigms
appear from an unordered beginning [23]. Hybrid models which combine several CI models in one framework are
very effective and can easily enhance the classification and prediction accuracy in many areas.

The rough sets theory (RST) [11] is based on the research of information system logical properties [14], and
uncertainty [15] in it is expressed by a boundary region. RST were used for a definition of IF-THEN rules and fuzzy
system FSs were applied in RFC as a fuzzy inference system (FIS). FIS have been successfully applied in fields such
as modelling of municipal creditworthiness, automatic control, decision analysis, data analysis, decision systems or
expert system [4, 7]. Classification techniques are considered the cornerstone of all intelligent medical diagnoses
tools. In case of liver disease, patients are not easily discovered in early stages as it will be functioning normally
even when it is partially damaged. An early diagnosis of liver disease will save the patient’s life [8].

There are many technologies interested in establishing a liver diseases diagnosis. Gulia et al. ”liver patient
classification using intelligent techniques” [8] and Karthik, et al. ”Classification and Rule Extraction using Rough
Set for Diagnosis of Liver Disease and its Types” [10] liver disease”. And Satarkar1, et al. ”fuzzy expert system for
the diagnosis” [20]. In this work we built a hybrid CI approach called hybrid rough-fuzzy classifier (HRFC), which
combines rough sets (RSs) and fuzzy systems (FSs) in one framework. The aim of this study is to build a robust
expert system for liver disease diagnosis based on of proposed HRFC hybrid model. RSs are used to generate and
reduce classification rules which are employed in fuzzy set to provide accurate classification of liver diseases diagnose.
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The rest of this paper is represented as follows: Section 2 presents rough set concepts. Section 3 introduces Fuzzy
inference system concepts; Section 4 presents the architecture of proposed hybrid model. Section 5 presents the
experimental results of the proposed model. Section 6 outlines the conclusion of this paper.

2 Rough Set Concept

RST is relying on IS ”information system” concept. IS can be considered as an information/decision table [5, 11]
which data set is reviewed as set of rows and columns, each row refer to object case and every column refer to an
attribute which are measures for each object. IS is defined by the following functions:

IS = (U,A, Va, fa)∀ai ∈ A, i = 1, 2, . . . , n. (1)

Where, the finite set of objectives (Universe) is defined as U = x1, x2, · · · , xm An attributes finite set is defined
as A = a1, a2, · · · , an, The attributes domain of is Va, where Va = v11, x12, · · · , vm1, · · · , vmn, fa : U → Va is an
information function like f(x, a) ∈ Va for each a ∈ A, x ∈ U .

Data set is appeared as an information table, where attributes are represented by column and each row represents
an object. Descriptor is needed for object and attribute. Descriptor is exact and precise value of attribute. When the
attribute values prevent generally their precise classification this means limited objects discernibility [21]. RST can
deal and support uncertainty and vagueness data. RST approach deal with data/field uncertainty or vagueness by a
lower and the upper approximation. The objects as supposition can be only seen by the available information about
them, so that knowledge has idol structure. So some objects seem as similar and undiscerned. All objects which
certainly belong to the vague concept is composed of the lower Approximation, upper approximation of all objects
which may be belong to the concept The boundary region is difference between the upper and lower approximation [9].

Assume we have two non-empty and finite sets U and A, U is called the universe and A is a set of attributes. For
each attributes a ∈ A is associate a set of Va (value set) called the domain of a. Any subset B of A determines a
binary relation IND(B)onU which will be called an indiscernibility relation is an equivalence relation and is called
B-indiscernibility relation [11].

IND(B) = (x, y) ∈ U | ∀a ∈ Ba(x) = a(y), (2)

If(x, y) ∈ IND(B), then x and y are B-indiscernible (indiscernible from each other by attributes from B).this
refer to IND(B) is an equivalence relation and is called B-indiscernibility relation. The equivalence classes of the
Indiscernibility relation will be denoted B(x). Basic concept of RST is defined by The Indiscernibility relation. Let
IS be define Equation (1) and let and B ⊆ A and X ⊆ U . We can approximate X using only the information
contained in B by constructing lower approximation and upper approximation of X on the following way:

B(X) = (x ∈ U : B(x) ⊆ X) (3)

B(X) = (x ∈ U : B(x) ∩X 6= φ) (4)

The upper approximation objects are classified as possible members of X on the basis of knowledge in B. when the
lower approximation objects can be surly classified as members of X on the basis of knowledge in B:

BNB(X) = (B(X)−B(X)), (5)

Equation (5) refers to the boundary region of X which composed of these objects that never classify into X on the
basis of knowledge B. Based on rough sets [11, 14, 16]. If the boundary region is empty, this mean the set X is crisp
with respect to B. If the boundary region is not empty, the set X is rough with respect to B.

3 Fuzzy System Concept

The theory of fuzzy has advanced in a variety of ways and in many disciplines [17] fuzzy theory is used in many
application and support many concept. Fuzzy set theory offers an important contribution to data mining leading to
fuzzy data mining [13]. Fuzzy sets are sets whose elements have degrees of membership. It introduced by Zadehand
Dieter Klaua. It is one on most important approach that deals with uncertainty, vagueness. Fuzzy set theory support
membership degree (membership function) concept for each element in set; this membership function valued in the
real unit interval [0, 1]. Fs process sets theory as each element whether is or is not a set member. Molding and
describing reality problem lead to a certain conflict. It enhance two issues,first issue which there is mathematical
methods precision by which a certain problem is described and, the second issue, there is consequent inaccuracy of
model because a more complicated reality blackmail a range of simplifications.
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We find Disproportionate increase of the number of terms and constraints as result of effort to maximize accuracy.
The principal of incompatibility in [24] is formulated: If the complexity of a system increased, our ability to formulate
accurate and significant judgments about its behavior decreases, and the boundary is reached behind which accuracy
and relevance are practically mutually exclusive characteristics.

Let X is a variable which have values from universe set U and real number N be assigned to each element
u ∈ U where N(u) ∈ [0, 1]. While N(u) show that the possibility degree of variable X take just value u. In FSs
theory, function set is defined by membership function (x) on universe U by. X does not belong to function N
when µN (x) = 0, otherwise µN (x) = 1 then x belongs to function set N , but x partially belongs to function set N
when µN (x) ∈ (0, 1), in other term it is not possible to be identify certainly if X belongs to function set [24, 25].
Fuzzy inference system is one of most approaches deal with j uncertainty and vagueness which uses concept of FSs
for diagrammatic representation and mapping from a given input to a driven output. FIS have two types of FIS
Mamdani and Sugeno. Architecture of FIS consist of inputs, fuzzification process, and input/output membership
functions, base rules, fuzzy logic/FSs operators, implication and aggregation, defuzzification and output.

4 Ootline Architecture for HRFC

Combin Rough and fuzzy theory is a suitable for dealing with noisy, vague, uncertain, or inexact information [3,
1, 22, 12, 19]. The rough set and fuzzy set theory have generated a great deal of interest among more and more
researchers [6]. While Rough Set theory has been conceived as a tool to conceptualize, organize and analyze various
types of data [18], but fuzzy for mathematics operation. The problem of classification in our model is composed
of two phases: first is rules generation using Rough Sets approaches and second phase is using FIS based on FSs
to classify or diagnose liver diseases. The Goal is to generating conditional rules to create and analyze a hybrid
HRFC data classifier model. LEM2 algorithm is used for rules generation which exploits RST. LEM2 (Learning
from Examples Module version-2) is used as modules in the algorithm LERS for learning from examples based on
rough set These rules were used in Mamdani type of fuzzy inference system which represents importance of HRFC.
Figure 1 show how these two phases are combined or hybrid in RFC model.

Figure 1: Hybrid Rough - fuzzy classifier model

5 The Experimental Results

The purpose of this study is build robust expert system for diagnoses diseases of liver based on hybrid model rough-
fuzzy set (HRFC) through two phases.
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5.1 First Phase

In this phase we apply rough set technique (RST) for extract and generate minimal cover rules using LEM2 algorithm.

5.1.1 Data Set

The dataset were collected from medical data warehouse of liver disease patients.our dataset consist of 466 cases, it
consists of five measured variables as follow:

• Total Bilirubin: in the total bilirubin there are three values (1, 2, and 3) referring to low, medium and high.

• Serum Albumin: the Serum albumin is one of most important factor that effect on liver which has three values
(1, 2, and 3) that refer to high, medium and low.

• Prothrombin Time (PT): is a blood test that measures the time it takes for the blood plasma to coagulate. It
has three values which refer to high, medium and low.

• Ascites: It usually occurs when the liver stops working correctly; this lead to pain and swelling in the abdomen,
and Queasiness.it is done when fluid fills the space between the abdominal lining and the organs. It has three
values that refer to high, medium and low.

• Hepatic Encephalopathy: it decrease function of brain that come as a result of highly liver disease, it has three
values refer to high, medium and low.

Figure 2 shows attributes and its values, (Result) is the decision attribute, it is mean liver risk levels which its
value (A, B, C) refer to low risk, moderate risk, high risk.

Figure 2: Attributes with its values

5.1.2 Rule Generation

We establish a set of rules, the ”minimum cover rules” this mean that the set of rules does not contain any redundant
rules, as well as it is a certain rules, such that there are a total of 31 rules generated from the data. The following
Figure 3 shows sample of the minimum cover rules obtained.
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Figure 3: Sample of minimal covered rules

This rules generated using LEM2 algorithm with classification accuracy 99.1. Figure 4 show the classification
accuracy of rules generated using k-fold cross validation technique.

Figure 4: RST result of cross-fold validation technique

5.2 Second Phase

In this phase we construct FIS for liver diseases through using rules generate by RST for diagnose or classify
Pathological stages (risks) of the patient in liver diseases diagnose system. We represent the fuzzy expert system by
designing Membership functions, fuzzy rule base, fuzzification and defuzzifaction.

There are five input variables and one output variable. So we construct the membership functions of all the
variables are designed. At first the input variables with their membership functions are described. In second step
output variable with its membership functions are described. In fuzzy rule base step Rules are employed from the
first phase. Then result is generated in last step of fuzzification and defuzzification.

5.2.1 Input Variables

Fuzzy set range of Total Bilirubin is shown in Table 1. Membership functions for fuzzy sets of Total Bilirubin are
trapezoidal and triangular and are shown in Figure 5.
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Table 1: Fuzzy sets of total bilirubin
Input field Range Fuzzy set

Total Bilirubin
<34(<2) 1
34-50(2-3) 2
>50 (>3) 3

Table 2: Fuzzy sets of serum albumin
Input field Range Fuzzy set

Serum Albumin
>3.5 1
2.8-3.5 2
<2.8 3

Figure 5: Membership functions for total bilirubin

Fuzzy set range of Serum Albumin is shown in Table 2. The membership functions for fuzzy sets are trapezoidal
and triangular and are shown in Figure 6.

Figure 6: Membership functions for serum albumin

Fuzzy set range of Prothrombin Time is shown in Table 3. Membership functions for fuzzy sets are trapezoidal
and triangular and are shown in Figure 7.
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Table 3: Fuzzy sets of prothrombin time
Input field Range Fuzzy set

Prothrombin Time
<4.0 1
4.0-6.0 2
>6 3

Table 4: Fuzzy sets of ascites
Input field Range Fuzzy set

Ascites
none (<2) 1
mild (2.0-3.0) 2
Moderate to severe (>3) 3

Figure 7: Membership functions for prothrombin time

Fuzzy set range of Ascites is shown in Table 4. Membership functions for fuzzy sets are trapezoidal and triangular
and are shown in Figure 8.

Figure 8: Membership functions for ascites

Fuzzy set range of Hepatic Encephalopathy is shown in Table 5. Membership functions for fuzzy sets are trapezoidal
and triangular and are shown in Figure 9.
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Table 5: Fuzzy sets of hepatic encephalopathy
Input field Range Fuzzy set

Hepatic Encephalopathy
None 1
Grade I-II (2-3) 2
Grade III IV(>3) 3

Table 6: Fuzzy sets of output results
Input field Range Fuzzy set

Result
5-6 A
(7-9) B
(10-15) C

Figure 9: Membership functions for hepatic encephalopathy

5.2.2 Output Variables

The aim of the system is to identify risk status of liver. The output is a value from 0 to 15 Representing fuzzy set
A, B, C which refer to Low risk, moderate risk and High risk. These fuzzy sets and its ranges are shown in Table 6.
The Membership functions of these fuzzy sets are triangular and are shown in Figure 10.

Figure 10: Membership functions for output result

5.2.3 Fuzzy Rule Base

The rule base which determined before with RST using LEM2 algorithm are entered to FIS system as fuzzy rule
base. The rule base consists of 31 well defined rules that determine the risk status. Sample of rule base in FIS is
shown in Figure 11.
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Figure 11: fuzzy rules that generated by RST

5.2.4 Fuzzification and Defuzzifacation

This system depends on MAMDANI model for inference mechanism Figures 12 and 13 shows the result values of
FIS. Figure 12 show that the result (liver risk) has value 12.3 when total bilirubin is 43.3, Serum Albumin is 3.2,
Prothrombin Time is 7.82, ascites is 3.76 and Hepatic Encephalopathy is 2.48 as tested data.

Figure 12: Result value of rules viewer

Figure 13 shows the result value of surface viewer that represents the relation between ascites and Hepatic En-
cephalopathy as tested value.
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Figure 13: result value of surface viewer

6 Conclusion

In this paper a hybrid rough fuzzy classifier model (HRFC) is proposed for liver disease diagnoses. Since using RSs
or FSs alone cannot provide accurate result and require more knowledge and experience. The proposed model has
two stages, in first stage the RSs are used mainly to automatic generation of minimal cover rules. In the second
stage, construct fuzzy inference system FIS for liver diseases through using rules generate by RST in first stage
for diagnose or classify Pathological stages (risks) of the patient in liver diseases diagnose system.The experimental
results presented in this paper showed that the proposed HRFC model is better accuracy than single rough sets or
fuzzy classification systems.
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Abstract

Crime in the telecommunications sector increasingly, especially in the mobile security system found several
security flaws of data outside of the network. Clone SIM card is a major problem in the SIM card device. Research
cloning SIM card can be presented in the form of analysis algorithms A3 SRES, and A8 RAND to get Ki AUC for
the investigation process digital forensic cloning SIM card, testing scheme SIM card cloning used parameter ”Due
Under Test” (DUT) and ”Trial and Error” with the following phases ; identification, preservation, collection,
examination, anally and presentation. Conclusion SIM card cloning and analysis in the form of percentage of
success then conducted a forensic investigation to cloning SIM card with the matching algorithm A8 (RAND)
contained in each SIM card which produces authentication Ki as contained in the investigation file structure SIM
card. Memory capacity has advantages and disadvantages, which is 32kb SIM card Ki produced a success rate
of 100% success, 64kb SIM card cloning success rate of 25% to 50%. Research cloning SIM card with forensic
investigations have been successfully cloned.

Keywords: Authentication, Cloning, Forensic, RAND, SIM card

1 Introduction

This SIM card storing information relating to the network that is used for authentication and user identification.
The most important data is the number of identity card (ICCID Integrated Circuit Card ID), the number of inter-
national users (IMSI, International Mobile Subscriber Identity), a key authentication (Ki, Authentication Key), area
code (LAI, Local Area Identity), and number emergency call operator. SIM card also store numbers for the SMS
service center (SMSC, Short Message Service Center), service provider name (SPN Service Provider Name). When
the SIM card is oriented as a smart card, it opens the possibility of security that resonate far beyond the world that
is mobile [7]. SIM card containing electronic components as well as consist of various sizes as shown in Figure 1.

Fig. 1 Model SIM card [12]

(Ki, Authentication Key), a GSM SIM card using cryptography to reduce fraud against the confidentiality of
the user. Before it is released to customers SIM card programmed in advance for the purposes to authentication.
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Being required to read a special computer algorithm that runs internally on SIM card. KI copy is also stored by the
network operator in the Authentication Center (AuC).

SIM card produced on the basis of algorithms COMP128v1, SIM card used now mostly still use in the development
of algorithms COMP128v1. COMP128v1 algorithm contained in the coding system which consists of a SIM card
GSM algorithms A3 and A8. A3 authentication algorithm is an algorithm in the GSM security model. A3 function is
to generate response better known as the SRES in response to the random challenge known as the Random Number
Generator (RAND) in other words SRES and RAND are algorithms that are on the network or provide on the
network. while the A8 algorithm is an algorithm that serves to generate a session key, Kc or KI in SIM card, by
looking at the random challenge, RAND received from the MSC and the secret key Ki contained in the SIM card [13].

COM128v1 has the major advantage that there are two systems of encoding or algorithms A3 and A8, A3 refers
to the security of the network is being A8 refers to the security SIM card but on the other hand there is a shortage
caused by the algorithm A8 which includes encryption security in the form of Authentication Key (KI) contained in
SIM card.

SIM cards are available in various data capacities, from 8 kb to 128 kb however, from various SIM card memory
capacity existing generation SIM card 32kb, 64kb and 128kb more in the market. Related SIM card memory usage
associated with it play a role in determining the success of cloning SIM card it self more memory contained on the
original SIM card then the longer the process of crack Ki A8 algorithm on SIM card.

Problems that arise from the above background related to the presence A8 algorithm embedded in every SIM card
used by telecommunication users allowing copying, or cloning SIM card harm either side of the privacy and security
of mobile telephone users. The goal of research cloning SIM card this is to give a warning to the security of users
and provide dedicated SIM card to handling criminal investigations cloning SIM card along with its misuse of data.

SIM card include Subscriber Authentication Based on IMSI (Stored on SIM) and Random Number Genera-
tor/RAND (Provided by Network), it will be investigated further about SIM card cloning authentication by matching
the customer’s network login response to the mobile service network. Random Number Generator (RAND) contains
an algorithm A3 (Provide by Network) so that in the process of cloning SIM card RAND participate in the process
of matching algorithms contained on SIM card A8 to A3 algorithms contained on linked network authentication user
data.

2 Literature Review

Related research studying the possibility of using the SIM card cloning subscriber identity module (SIM), Universal
Mobile Telecommunications System. It also explores how the mobile system can find the SIM card cloning as soon as
possible and how to reduce the possibility of using cloning a SIM card in the mobile network. Illegal mobile station
is attached to a mobile network can be detected by the location in Area Update, update the location of the area
periodically, and by calling out is removed from the original phone. Analytic model was developed to investigate the
effects of location area updates and outgoing calls issued by the original phone on illegal cell phone use. Mobility
management, such as registration, cancellation, and entry and exit procedures for legal and illegal users will be
investigated and analyzed. Analytical models to determine the effect of the arrival of outgoing calls, and regional
location of the residence time on detected illegal users have been presented. This study sought to improve the security
of communication by avoiding deception of phone cloning by proposing solutions to accelerate the detection of SIM
card cloning [8].

Mobile computing and mobile commerce are the most popular now days because of the services offered for mobility.
Mobile computing has become a reality today than the wireless market. Mobile is rapidly increasing. Quality and
speed available in the mobile environment must be in accordance with the fixed network if network convergence of
fixed and mobile wireless communication occurs in the rea sense. The challenge for mobile network located within a
very large footprint providing mobile service with high speed and security. Online transactions using mobile devices
must ensure high security for user credentials and possibly to abuse. M-Commerce is the electronic trading is done
by using a mobile device. Since a user’s credentials to be kept secret, a high level of security must be ensured [9].

Exploration of digital evidence on SIM card scheme case of SIM card cloning in this case to find out more about
the characteristics of the data and the digital evidence to the SIM card, imaging techniques, collecting and analyzing
data, as well as exploration SIM card and investigative efforts SIM card in general [10].

Studies and Comparative Security GSM and CDMA GSM security system based on the exchange of data between
the HLR (Home Location Register) with the SIM card in the MS (Mobile Station) RAND, MSC to the BTS and
then MS. Ki and Kc is used to encrypt messages between base stations with MS. RAND, SRES Authentication in
GSM is using A3 algorithm with a key Ki with the method Challenge and Response. Authentication using unique
challenge procedure [4].

Analysis clone SIM card on IM3 smart and use Elliptic Curve Cryptosystem, this research cloning SIM card and
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cryptographic methods to analyze the combination of ECC (Elliptic Curve Cryptography) algorithms A3, A5 and
A8 to get quality better security. It was found that the method can only be combined with the ECC algorithms A3
and A8 as well as the ECC method was not effective when combined with the algorithm A5 is due to differences
between the two systems and procedures [5].

Forensic Software Tools for Cell Phone Subscriber Identity Module forensic specialists in making appropriate and
inspection data. For the Global System for Mobile Communications (GSM), This paper gives an overview of the state
of forensic software for SIM card. Forensic examination tool translating the data into a format and structure that can
be understood by the examiner in identifying and recovering digital evidence with advantages and disadvantages [13].

Forensics and the GSM mobile telephone system Senior Investigator, this paper briefly describes the basics of
the GSM system. The items of evidence that can be obtained from the Mobile Equipment, SIM and explored the
core network to develop better forensic procedures. GSM SIM card conclusion that imitation is indeed possible for
anyone who could. Forensic analysis methods are still physical contact with a mobile phone to access the stored
information [13].

Validating Tools for Cell Phone Forensics This paper presents preliminary research in creating a basis for testing
forensic tools and observed that some phones with information stored in the subscriber identity in the SIM card
exactly in store logs on a T-Mobile SIM card standard SIM standard T-Mobile locked, it is still possible changes and
modifications related to data protection [2].

Analysis SIM card Cloning With Algorithm Random Number Generator. This study discusses cloning SIM card
along with stages ranging from crack SIM card cloning testing stage along with further analyze the effects of cloning
media are bought and sold freely. Conclusions of research in the form of analysis SIM card after cloned and a series
of early stage research and will be further examined for forensic investigation SIM card cloning research [1].

In this study focused on cloning SIM card forensic authentication algorithm using a random number generator
(RAND). Forensic investigations against cloning and SIM card original with matching algorithms A3 and A8 to
get Authentication Key (KI) in SIM card. Results are expected to be a description of the process of forensic
investigation related to cloning SIM card authentication and authentication algorithm analysis Random Number
Generator (RAND).

3 Research Methods

The subjects of this research is focused on authentication SIM card to stage cloning for further development of
forensic investigation with SIM card cloning as evidence. The process of investigation will be conducted at the
Laboratory of IT Centrum Islamic University of Indonesia, which is part of the Center for the Study of Digital
Forensics. Related research methods to analyze forensic SIM card based on the theory that the focus of research
in accordance with the facts related field evidence handling cloning SIM card for further analysis to prove that the
hypotheses raised in accordance with the criteria. The final stage of the analysis of the study will be presented
influence cloning SIM card, SIM card log cloning based clones with original SIM card log. Analysis of the research
include:

• Attack and scenario testing;
• Design and cloning SIM card forensic proposal;
• Testing cloning SIM card;
• RAND Authentication;
• Forensic Analysis SIM card cloning.

3.1 Attack and Scenario Testing

Scenario testing is emphasized in the process of cloning of SIM card cloning it self include the success of the process
generate authentication key (Ki) RAND A8 towards SIM card original and then tested the response A3 SRES to
the network when SIM card cloning direct contact with SIM card original while attack scenarios attack inflicted post
SIM card cloned in the form of attacks or duplication of such communication access short messages (SMS), call and
access the data from SIM card cloning as if there is the same number as the original SIM card further here in after
known effects [11]. Flowchart SIM card cloning attack shown in Figure 2.

3.2 Design and Cloning SIM Card Forensic Proposal

Based on forensic proposal SIM card cloning in Figure 3 above it can be concluded that the design refers to the
RAND topic as the subject of research with the authentication key Ki as a sub topic of research.
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Fig. 2 Flowchart Attack SIM card Cloning

Fig. 3 Forensic Proposal SIM card Cloning

3.3 Testing Cloning SIM card

Authentication Cloning SIM card in scenario testing refers to authentication key (Referred to as Ki SIM card
GSM), which consists of IMSI and ESN number, the test trial-and-error, giving input different SIM card and observe
responses of both SIM card both include:

• Response to post providers network SIM card cloned;
• Accumulate between RAND and the authentication response SRES;
• The possibility of modifying the RAND algorithm or simply distribute authentication Ki to the media cloning;
• The effect of traffic from mobile users to the base station SIM card has been cloned to the original SIM card.

3.4 RAND Authentication

Another important aspect is the strength of the GSM authentication algorithm SIM card or often called A3. In
principle, A3 owned by certain mobile operators, but the use of inter-operator algorithms tend to be the same. The
statement further from the two algorithms in comparison RAND and SRES Authentication based on GSM security.
If Ki can be extracted from the SIM, the user will be able to make a duplicate driver’s license. Algorithms A3 and
A8 determine the input (RAND and Ki) and output (SRES and Kc) of each algorithm [6].
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3.5 Forensic Analysis SIM card Cloning

SIM card is a smart card, which contains a processor and non-volatile memory. In GSM, a SIM card which is
used as a data storage device customers. The sole purpose of this procedure is to apply the mechanism of access
and security features. The SIM card can be accessed by mounting the card the reader with the smart card reader
whereas the standard required to access the software as a card reader or access SIM card. SIM card consisting of
structures containing binary data file. Best forensic procedures will overview the entire contents is to download the
entire SIM memory and compute the hash value memory is often called the acquisition of evidence, were to do this
it takes forensic tools to access the file [3].

4 Results and Discussion

4.1 Analysis SIM Card Cloning

Ability SIM card cloner counter market is extremely diverse and has the advantage of each other, but from a variety
of power applications has generated Ki cover or scan generated different. The percentage success rate of cloning SIM
card consists of variables including mobile operators, generation, application cloner and SIM card memory capacity
can be presented in Table. 1

Table 1: The success percentage cloning SIM card

No Provider Name
Gen.1st Gen.2nd Gen.3th

Before 2011 2011 2014 2015 - Now

1. Telkomsel 100% 100% 100%
2. Indosat 100% 50% 0%
3. XL 100% 25% 0%
4. 3 - 25% -

Memory 32kb 64kb 128kb
Signal Coverage 1G 2G/3G 3G/4G

Inter-generation SIM card obtained from the sample between the users SIM card to register early for the network
is divided into classifications include:

• 1st Generation = Before the year 2011;
• 2nd Generation = Between the years 2011-2014;
• 3rd Generation = After 2015 Now.

Based on the list of tables SIM card along with the providers and the application of cloning that accompanies it
can be concluded while that object and focus SIM card cloning taken SIM card with a provider ”Telkomsel” on the
grounds of the generation SIM card most still use generation 1st and all 2nd which allows cloning SIM card with
generated relatively short time compared to other providers, assuming the less memory is embedded in the SIM card
allows the crack / authentication generated key that is relatively short. Powered by multiple applications SIM card
cloner after test-generated Ki that SIM card with mobile operators ”Telkomsel” assessed tend to be quicker to obtain
the crack of authentication key Ki.

Here is a comparison between algorithms which emphasized the role of RAND and SRES algorithms, the algorithms
are interconnections where A8 RAND in contact with A3 AUC SIM card Network so as to obtain the process flow
as shown in Figure 4.

Formation of cloning SIM card to put the results of the algorithm generated Ki A8 of the original to be copied to
the device subsequent cloning SIM card write with certain specifications that can serve the same cloning SIM card
when making contact with the communications network. From the figure above it can be stated that Ki1, A31 and
A81 are similar to variable SIM card original, then the cloning process is forwarded to the mobile station network
or SRES Authentication act as authentication of customer data provider, if the data contained on the device SIM
card (Ki and Random Number Generator) is considered matched with the central database will be given access to
communications. Formation of cloning as shown in Figure. 5

Based on the formation and flow of the process of RAND and SRES can be concluded that the role of algorithms.
RAND and SRES in this case is that the RAND as an algorithm of random formation of Ki authentication key and
play a role in the authentication process of post SIM card performed the cloning was the role of algorithms SRES as
challenge response to a
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Fig. 4 RAND and SRES Cloning

Fig. 5 Formation of Cloning

4.2 Forensic SIM Card Cloning

The next stage after the SIM card cloning is analyzed by algorithms auentikasi random number generator will
be studied further forensic investigations related to cloning SIM card that will be on the exploration of the data
contained in the findings of SIM card. Stages forensic SIM card cloning refers to the table network of contacts and
response when there is more than one SIM card have a common authentication key Ki. SRES algorithm in this case
in particular for the benefit of forensic investigations can not be explored by the analysis device SIM card because
the algorithms contained in the communication service provider (provide by the network).

Investigative Process for Digital Forensic Science (DFRWS) technical report further adapted to the handling of
evidence obtained by cloning SIM card table refer investigations to stage SIM card handling device as shown in
Table. 2.

Based on the stage table above is obtained stages more emphasis on research related to the investigation of evidence
SIM card that stage of examination will be conducted data acquisition, investigations, from the exploration of evidence
with stages examination described above, can then be obtained data findings can combined until eventually the data
findings goods evidence can be presented in table form table classification as a test case as shown in Table. 3:

Results of comparative investigation of data can be argued that the acquisition of evidence in the form of analysis
and its SIM card can be obtained using forensic software and the conclusion is valid in accordance with the original
SIM card which is owned by the victim.

4.3 Discussion

The discussion on the SIM card cloning and analysis of variables that can affect the success rate of cloning and
consists of

• Generation SIM card
SIM card generational differences can affect the success rate in cloning SIM card actors, that the SIM card
with 1st generation and 2nd generation was the one that lets done authentication crack or generated key.

• Memory SIM card
The memory is pinned by the provider of the service provider to each provider based generation also affects
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Table 2: SIM card Investigation Process Cloning

Table. 3 Test Case Result (Forensics Tools)

related literacy cloning application, the greater the SIM card memory ranging from 32kb, 64kb to 128kb latter
will affect the reading process and Ki crack at the target SIM card cloning.

The next stage after that SIM card analysis of forensic investigation phase to the final destination in the
form of a series of stages evidence handling cloning SIM card along with the findings contained or hidden in
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order to represent data. Based on the research include analysis of forensic SIM card cloning and cloning it
can get the gist of related research SIM card. That the motives that made the perpetrator in committing of
crimes targeting SIM card cloning is copying the data on devices SIM card in the form of results generated
authentication key (Ki) henceforth be copied to media SIM card cloner that can be acquired or traded on the
market freely and where actors can clone SIM card then can certainly add to the long list of motives of crime,
especially mobile phone, while the results of forensic investigation SIM card cloning to explore the evidence
can be found the file structure of a SIM card cloning containing partially identical data such as authentication
key (Ki) obtained during generates a random number on the device SIM card along with data cloning victims.
From the discussion above may be obtained several sub discussion include:

• Research Focus
Forensics SIM card along with analysis is the focus of this study refers to the SIM card cloning scheme further
testing scenario SIM card combine against cloning according to research methods. Based on the scenario and
the process can be obtained SIM card cloning research focus as in Figure. 6

Fig 6: Focus SIM card Research Cloning

• Resume Research
Based on the results and discussion of research related to the presence of SIM card and has been analyzed
along with the working principles of cloning on SIM card subsequently conducted the investigation based on
the stage of the investigation SIM card cloning which is emphasized in the process of examination of evidence
SIM card to obtain detailed findings of digital evidence from the SIM card, then the results can be obtained
and verification as in Table 4:

The next stage after that SIM card analysis of forensic investigation phase to the final destination in the form of a
series of stages evidence handling cloning SIM card along with the findings contained or hidden in order to represent
data.

The results of forensic investigation SIM card cloning to explore the evidence can be found of the file structure
that contains a SIM card cloning partially identical data such as authentication key (Ki) obtained during a random
number generated on the device along with the SIM card data cloning victims. The file structure attached to
both SIM card original or cloning has similar characteristics but in the interests of the investigation needed further
examination to be able to distinguish the characteristics of the file system of each SIM card. Classification of the file
structure along with the sub file system can be seen in Figure. 7

The file structure that consists of a:
• Master File (MF),
• Directory File (DF) and
• Elementary File (EF),

Each component sub-system has file different capacity. In the interest of forensic investigations related evidence
cloning SIM card will be differentiated based hierarchical file system for combined and match against the original
SIM card. SIM card with each provider both 1st generation, 2nd and 3rd with different memory capacity when done
scanning the file system will obtain the same file hierarchy. Comparison between the original SIM card and SIM card
cloning discovered that differentiate file system that is contained in the file system:

• Elementary file (EF)
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Table 4: Resume SIM card Research Cloning

Testing
Test

Scenario Ex-
pected

Results Testing Results Conclusion

Valid

SimCard Origin
Telkomsel/AS

Sim Number 085292608008

Synonymous with gen-
uine SIM card (RAND,
Ki)

ICCID
89621019924260800080F
IMSI
085901012924060880
Ki(A) Origin
9A1154814652D32339360947A69986C4
Ki(A’) MagisSim 16 in 1
9A1154814652D32339360947A69986C4

SIM card Acquisition and Analysis

Scan device SIM
card cloning (Ki
generate)

Magic SIM 16 in 1
SMSP: 62811000000
ICCID: 8962101xxxxxxxxx
IMSI: 0859010 xxxxxxxxxx
Ki: 9A1154814652D32339360947A69986C4

Valid

HLR Lookup

$hlrlookup: 08529260xxxx
Operator: Service providers (Telkomsel) -
KartuHalo/Simpati/
KartuAs, HLR: Yogyakarta/Indonesia

Valid

Acquisition Evi-
dence

Valid

Exploration & Rep-
port (Digital Evidenc)
SIM card Cloning

MD5 Checksum:
BA0A76666C8F1375-E8D87BBAC21EA9F9

Valid

File Structure
Evidence

SHA1 Checksum:
87D74A0F18C2E943
0AC9473D62A41065
47878B1E

Valid

Slot:
1.fffffffff9A1154814
652D32339360947
A69986C4ffffffffff
2.Last Dial Number
+6221500046

Valid

3.Phone Book Copy
0163827648

Valid

4.Pesan Text:
Status: Read
From: +6285105870607

Valid

– Elementary File (EF Ki)
Elementary file (EF) with sub-system Elementary File (EF Ki), with a storage slot containing EF Ki Ki according

to media cloning SIM card capability.
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Fig. 7 File System SIM card

5 Conclusion

The process of matching algorithm or Random Generator / RAND against SIM card cloning in this research is
to produce a RAND algorithm called A8 or SIM card cloning Ki to the media. Analysis SIM card cloning able to
provide early warning for communications service, and can provide knowledge to the user (end user) in maintaining
the security of mobile devices. SIM card generation in this case consists of generation 1st , 2nd , and 3rd respectively
with memory capacity between 32kb, 64kb and 128kb. After Ki generated between generations conclude that the
only SIM card with generation 1st, 2nd generation 32kb and 64kb able to perform the cloning and cloner applications
that are sold freely in the latest. Newes generation SIM card with Ki can not be generated due to the limitation
to read and scan Ki with larger memory , Random Number Generator (RAND) A8 and Sign Response (SRES) A3
participate in the process of forensic SIM card cloning. RAND to authenticate against Ki contained in SIM card
while SRES act on network authentication network (mobile station). Both algorithms intertwined when it comes in
contact SIM card to mobile networks. Forensic investigation SIM card cloning refers to the process table investigation
published by the Digital Forensics Research Conference which emphasizes on the stage of the examination process.
SIM card evidence of the exploration process of cloning can be concluded that matching or authentication algorithm
A8-based Random Number Generator (RAND) is very helpful in the investigation related to the presence of cloning
SIM card. The process of matching algorithm Random Number Generator (RAND) on cloning SIM card can be
used as a step acquisition of evidence related to the SIM card cloning.

Contribution related forensic investigators SIM card cloning using a random number generator algorithm is to
contribute to the analysis of SIM card cloning and its impact, further investigation and exploration forensic evidence
SIM card cloning to be matched between a data SIM card cloning of the original SIM card.
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Abstract

Cattle Feature Extraction is the critical point in this paper which is considered as a continual research for
authors. The biometric identifier of cattle is its muzzle. Today, Veterinarians search for new technologies to
save cattle’s livestock. This paper presents Artificial Neural Networks (ANNs) as the identification model. The
proposed model contains the following three parts: pre-processing, Feature Extraction and Cattle Identifications.
Pre-processing techniques are histogram equalization and mathematical morphology filtering. The proposed model
compares between the following two feature extraction algorithms: Box-Counting Algorithm and Segmentation-
based Fractal Texture Analysis (SFTA). Box-Counting Algorithm gives a feature vector of eight features and
SFTA gives eighteen features for each cattle image. For achieving more accurate results in the identification
part, ANNs have been used. This paper also uses the supervised learning technique in which the main factor is
external teacher. The experimental results showed that SFTA Algorithm has achieved the best accuracy among
all other identification techniques and our approach is superior than the existed work as our work achieves 99.97%
identification accuracy.

Keywords: Artificial Neural Networks (ANNs), Box-counting, Histogram equalization, Image processing, Muzzle
Identification, Segmentation-based Fractal Texture Analysis (SFTA)

1 Introduction

Nowadays, Animal Agriculture pays a great attention for saving animal products. The critical point which they
faced is the rapid growth of livestock products. Veterinarians do their efforts in tracing each cattle in case of diseases
infections. In this research we aim to build a robust model that helps the animal agriculture and veterinarians to
discover the deceitful farmer because some farmer can easily remove the cattle ear tag after these cattle die and
use it for other cattle so, our intelligent model can help in achieving Justice. So by this artificial model the end
user can save each cattle record and connect it with its muzzle print to trace the non-healthy cattle. Therefore, the
first important step is to identify each cattle in the flock. Cattle muzzle identification takes the great attention to
monitor or observe the cattle disease outbreak, production management, vaccination management, cattle ownership
assignment and traceability [30]. The traditional identification systems such as ear notching, muzzle ink printing,
tattooing, Freeze branding and hot iron branding, ear tags, Neck Chains and Barcode, Electronic Identification and
Radio Frequency Identification (RFID) [24], Nose printing, and blood test or hair sample (DNA). These traditional
techniques are not enough to identify cattle in case of identification and identification due to fraudulent and repetition.
So, veterinarians and animal agriculture tend to use more reliability and accurate systems to solve the defects of the
traditional tracing systems.

In the case of humans, we use fingerprint as identifier because in mammals hair covers skins except some parts of
the body. Cattle muzzle is formed by the distribution of ridges and valleys over it. Baranov et al. [18] discovered
that the cattle muzzle pattern is hereditable and discovered the asymmetry between the two halves. In cattle, due to



Int. J. of Electronics and Information Engineering, Vol.4, No.2, PP.82-93, June 2016 (DOI: 10.6636/IJEIE.201606.4(2).04) 83

the uniqueness, the cattle muzzle print can consider as biometric identifier [6]. In general biometrics is the essential
key to identify each individual or animal depending on their behavioral features [11, 14].

Muzzle Cattle Identification Model must have the following characteristics: Accuracy, acceptability, reliability,
solve the fraudulent problem and uniquely identify each cattle [15]. Since Year 1921 till now, muzzle of cattle is
considered as a unique identifier such as human fingerprint [13]. One of the traditional identification techniques is
ink print based on paper model. It was the earliest technique used by animal agriculture. In order to use ink print
model veterinarians first need to hold the cattle still then build up wetness on the animal noses, use too much ink,
and waste time. From this point onwards the veterinarians start to search for more interactive identification and
identification techniques that depend on some intelligent techniques. These techniques focus on using digital image
processing in cattle muzzle identification and identification field depending on some factors such as working with large
data base and the growth of the availability of using workstations and microcomputers with large capability in saving
livestock. These factors led to a rapid increase in the image processing applications because they increase and improve
capabilities of image equipment, display devices and reduce the cost of computation and image acquisition [5]. So, the
critical step in this research is to collect a live cattle database to evaluate the cattle identification and identification
model.

The difference between human user image observation and what really automatically extracted from any feature
extracted algorithm is called a Semantic Gap Problem [9]. The important point in the feature extraction task is the
set of features (feature vector) that represent visual content of cattle image. In many applications, feature vectors
were used to solve the semantic gap problem [8]. The new research in texture feature extraction field is confirmed
to increase the distinguishing ability of the feature extracted from the cattle muzzle images [16].

Box-Counting Algorithm is the first algorithm which the researchers use for the feature extraction part which is the
second important part in the identification model for each muzzle image [10]. Box-counting is the selected algorithms
that are used for fractal dimension extraction between several algorithms because many studies saw that box-counting
algorithm is the common algorithm for fractal calculations [3]. Scientists such as Sarker and Chaudhuri improved
this algorithm to Differential Box-Counting [2, 17, 22, 29]. In the first paper, the authors [10] after implementing
box-counting algorithm to classify more than ten groups, the box-counting result was very weak. Therefore, the
authors search for more accurate algorithm to use in part of the image feature extraction. New successful algorithm
used for solving the weakness of box-counting algorithm that the researchers face is SFTA where this extraction
algorithm feature depends on decomposing input cattle muzzle into a set of binary muzzle images from the fractal
dimension of the regions to describe the segmented muzzle texture patterns [22].

ANNs have been used in many real word identification problems. The main applications on which ANNs were
implemented are: Pattern recognition, face detections, bioinformatics, supervised and unsupervised learning, hand
written recognition etc. In this paper we use ANNs in identification after using box-counting algorithm and SFTA to
compare between these two techniques for feature extraction. The mechanism that the neural networks uses resemble
that used in the human brain were it takes the structure of the biological neural system. After the network train
on using supervised learning technique, it can be used to classify the test cattle images [25]. The proposed model
in this paper compares between box-counting algorithm and SFTA to calculate the similarity between the input
cattle training image and the tested image. The superiority of the proposed model is the confirmed muzzle cattle
identification system validity provided by combining ANNs with box-counting features extraction algorithm and
ANNs and SFTA for robust cattle muzzle matching. After implementing these techniques, we make a comparative
study between these feature extraction algorithms.

The rest of the paper is organized as follows. Preliminaries are discussed in Section 2. Section 3 presents the
proposed the cattle identification system in detail. Experimental results are discussed in Section 4. Conclusions and
future work are discussed in Section 5.

2 Preliminaries

2.1 Histogram Equalization Algorithm

Histogram Equalization Algorithm (HEQ) is used to re-distribute the gray levels over muzzle image to obtain a
Regular Histogram. After applying the histogram equalization algorithm, each pixel in the original cattle muzzle
image is replaced by the integral of the histogram of image in that pixel [26]. To adjust the image contrast HEQ
algorithm each cattle uses an image’s histogram. This adjustment makes the best distribution of the intensity on
the image histogram. It allows that the less contrast area to be more contrasted because it spreads out the most
intensity values that were frequently distributed [20]. HEQ is explained in details in Algorithym 1.
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Algorithm 1 Histogram Equalization algorithm (HEQ)

1: Consider the cattle muzzle image gray levels full in the range [0,M − 1];
2: Calculate the Probability Distribution Function (PDF) of each muzzle using the following Equation (1):

PDF (rh) =
nh

N
, H = 0, 1, · · · ,M − 1 (1)

Where nh is the number of pixels in the image having gray level rh and rh the Hth is gray level.
3: Calculate the Cumulative Distribution Function (CDF) for each cattle image using Equation (2):

CDF (nh) =

h∑
i=0

P (ri), h = 0, 1, · · · ,M − 1, 0 ≤ C(nh) ≤ 1. (2)

4: Calculate Histogram Equalization (HE) gray level to gray level for each input cattle muzzle image according to
Equation (3):

Sh = (M − 1)CDF (rh). (3)

5: The changes in gray level Sh can be calculated using histogram equalization algorithm according to Equation (3).
6: return Gray Level Value for each cattle muzzle.

2.2 Mathematical Morphology Filtering Algorithm

Mathematical Morphology Filtering (MM) [7] depends on the geometric shape feature. The main operations that
MM depend on are erosion, dilation, opening and closing. In this research the (MM) Algorithm is very suitable to
help in removing cattle image noise where we first implement an open operation followed by a close operation. The
two main elementary operations on which the mathematical morphology filtering operations depend are opening and
closing. The Dilation Operation depends on replacing the gray values by the maximum weight of its neighborhood
gray value. The erosion operation replaces the gray values by the minimum weight of its neighborhood gray value [23].

2.3 Box-Counting Algorithm

The first texture feature extraction algorithm which the authors use is the Box-Counting Algorithm. Also, there
is more than one algorithm to calculate the texture fractal dimension for each cattle muzzle image. More than one
study showed that box-counting is the common algorithm for calculating fractal dimensions [4] where this algorithm
depends on counting the number of boxes that cover area of interest (See Algorithm 2).

Algorithm 2 Box-counting algorithm Db to any subset A in (Euclidean space)

1: To calculate Db(A) set the value of N, (A) to the smallest number of r set that cover cattle muzzle area as in
Equation (4):

Db(A) = lim
r→0

log(Nr(A))

log(1/r)
(4)

2: Dividing Rn in lattice Sub of grid size r × r where r is continually reduced;
3: Set grid number of elements that divide Db(A) and Nr(A) to N ′

r(A) as in Equation (5):

Db(A) = lim
r→0

log(N ′
r(A))

log(1/r)
(5)

4: Box counting Nr(A) and Db(A) are related by relation power law shown in Equation (6):

Nr(A) =
1

rDb(A)
(6)

5: Place the bounded set A to the grid that created from boxes size r × r.
6: Continue this algorithm by alter r to gradually small size and each time calculate Nr(A).
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2.4 Segmentation-Based Fractal Texture Analysis or SFTA Algorithm

SFTA Algorithm applies multi- thresholding level Otsu on the gray scale cattle image to decompose the segmented
cattle image to several parts. The pairs of upper threshold (tu) and lower threshold (t1) are selected by using the
Two Threshold Binary Decomposition (TTBD) technique. The resulted feature vector elements are: means gray
level, fractal dimension, size of cattle area image etc [1] (See Algorithm 3).

Algorithm 3 Segmentation Based Fractal Texture Analysis algorithm (SFTA)

1: Covert cattle muzzle image from RGB to Gray scale I, where I is cattle Grayscale image;
2: Set number of threshold nt;
3: Assign Multi Level Otsu(I, nt) function to variable T ;
4: Set TA == {{ti, ti + 1} : ti, ti + 1 ∈ T, i ∈ [1 · · · |T | − 1]};
5: Set TB == {{ti, nl} : ti ∈ T, i ∈ [1 · · · ||]]}, where nl denote gray level range and T is the set of threshold values;
6: Set i == 0;
7: For {{tl, tu} : {tl, tu} ∈ TA ∪ TB} do, where tl, tu denote lower threshold, upper threshold respectively;
8: V SFTA[i] == BoxCounting(4), where 4 border of cattle muzzle image;
9: V SFTA[i + 1] == MeanGrayLevel(I, Ib);

10: V SFTA[i + 2] == PixelCount(Ib) where Ib is cattle binary image;
11: V SFTA[i + 2] == PixelCount(Ib) where Ib is cattle binary image;
12: End For
13: Return V SFTA, where V SFTA denotes the extracted SFTA feature vectors.

2.5 ANNs Algorithm

The third challenge that the veterinarians and animal agricultures face is the identification part. In order to
classify each muzzle image, use the texture feature vector of image that results from box-counting or SFTA. The
Neural Network depends on comparing the tested muzzle vector with all the training vectors. Depending on the rule
of ANN, weights of the network are adapted during training phase according to the relation between error function
and weights (ϑE/ϑw) must be smaller than the given threshold.

3 Proposed Cattle Muzzle Identification Model

In this paper, the proposed model contains three parts: pre-processing part that is the first and critical initial
part. The pre-processing part contains both histogram equalization to increase image contrast and mathematical
morphology filtering to remove noise form image. The texture feature extraction is the second part of the proposed
model in which we use box-counting algorithm and SFTA algorithm to extract the feature vector of each cattle
muzzle image that reflects each image contents. The ANN is the third and the last part in the proposed model to
classify cattle muzzle pattern image.

These three parts are discussed in this section. The feature characteristics for each part are described in Figure 1.

3.1 Pre-processing Part

Pre-processing part is the first and critical part. The proposed model in this paper contains histogram equalization
and mathematical morphology filter. The histogram equalization is used to increase image contrast because it
depends on the distributing the intensity of pixels. Histogram equalization increases the contrast of cattle muzzle
image because it depends on representing the used data by closed value of contrast which means that the image area
of the lower contrast becomes a higher contrasted area. Mathematical Morphology Filtering is used to remove noise
from cattle muzzle image. The main four operations that mathematical morphology depends on are: closing, erosion,
opening and dilation where the main part is opening and closing. Open and close operations contain erosion and
dilation. Dilation used in case of maximizing the object values. After cattle muzzle image, the dilation operation
increases its intensity and becomes brighter than the original gray scale one. The erosion process is opposite to
dilation because it minimizes the values of the muzzle image. The proposed model first implemented histogram
equalization nut then implemented the mathematical morphology filtering operations to remove noise from the cattle
muzzle image. In the mathematical morphology operation, we first open the image the resultant from this step is
closed.



Int. J. of Electronics and Information Engineering, Vol.4, No.2, PP.82-93, June 2016 (DOI: 10.6636/IJEIE.201606.4(2).04) 86

Figure 1: The proposed cattle muzzle image processing part
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3.2 Texture Feature Extraction Part

The Texture Feature Extraction is the second and critical part of the proposed model. This part is still the
challenging point in cattle muzzle identification because it depends on a number of features which are contained in
the feature vector. More elements in the feature vector, lead to more accurate identification results. In this part, we
implement box-counting algorithm and Segmentation-based Fractal Analysis Algorithm (SFTA).

3.3 Box-Counting Algorithm

The Texture feature vector, after implementing the box-counting algorithm, contains only eight features for each
muzzle image. Depending on Box Count Function (C), where (D) is the dimensional array represented by C (where
D = 1, 2, 3, 4, · · · ). Count (N) number of boxes of size (R) and of dimension (D). Box size is calculated by Power
two, R = 1, 2, 3, 4, · · · , 2P , where P is the small integer as MAX SIZE(C) ≤ 2P . If size (C) over each dimension is
smaller than 2P , then (C) is stuffed with zeros to size 2P over each dimension.

3.4 Segmentation-based Fractal Texture Analysis Algorithm (SFTA)

Texture Feature Vector, after implement SFTA, contains only eighteen features for each muzzle image. The SFTA
Algorithm is divided into two main parts; the first part is the decomposed input muzzle image to set of binary images.
The Two Thresholds Binary Decomposition (TTBD) is the first technique that we use in case of decomposing the
input cattle image. The resulted binary muzzle image is used to compute its feature fractal dimension for its regions’
boundary.

3.5 Artificial Neural Network (ANN)

We use the ANN technique in the identification step because it solves the complexity problems. The ANN adapts
itself by sequential training algorithm and by its architecture and connected weights. This paper uses feed forward
and gives more accurate results. This paper also uses the supervised learning technique in which the main factor in
supervised learning technique is external teacher i.e. (the ability of using target vector). In this paper we start with
using three classes that mean’s three different cattle and the maximum number of classes is thirty classes. The neural
network uses its weight to adjust error signal and train vectors. The procedure that we follow when implementing
neural network is:

1) Use the input feature vector data set as the neural network input layer. In this research we use SFTA. The
accuracy result for neural network depends on the number of training cases in the learning step. The target in
our research is to use the ANN to identify and differentiate between cattle if we have 3, 5, 10, 14, 20, 25 and
30 different cattle.

2) Create a network. We use a pattern recognition network, which is a feed-forward network with tan-sigmoid
transfer functions in both the hidden layer and the output layer. As in the function-fitting example, use 20
neurons in one hidden layer.

The network has three, five, and ten, etc. output neurons in case of using three, five, ten, etc. different cattle,
because there is the muzzle categories associated with each input vector. Each output neuron represents one cattle
category. When an input vector of the appropriate cattle muzzle category is applied to the network, the corresponding
neuron should produce a 1, and the other neurons should output a 0.

1) Train the network: in this research the pattern recognition network uses the Scaled Conjugate Gradient algo-
rithm for training the cattle images network. The neural network application divides the input vectors and
target vectors (in the training case) into three sets; 60% are used for training, 20% which are used in the
validation step that the network is generalizing and it is also used to stop the neural network training before
over fitting and the last 20% are used as a completely independent test of the bovine’s images neural network
generalization.

2) Test the network: this is the step in which we used input vector without target and test the neural network.

4 Experimental Results

The experimental results in this research were conducted using Intel CoreTM Duo CPU laptop with 3 GB of RAM
and running at 1.86 GHz. Matlab R2009b is the Authorized Version which the experiments implement.
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4.1 Cattle Muzzle Print Database

The first challenge in preparing this research was the lack of the printed cattle muzzle database. Therefore, the
critical point in this research was to collect a muzzle image database which consists of fifty-two cattle each with
twenty muzzles. A sample printed muzzles for two different individual cattle are shown in Figure 2 where during the
capturing part, a special care was made for the quality of collected cattle muzzles.

Figure 2: A sample of different cattle printed images. This figure represents print images for cattle muzzle that have
taken from two different cattle.

The identification scenarios: 3, 5, 10, 14, 20, 25 and 30 groups of cattle muzzle each group with 20, 40, and 60
different muzzle images used in the training phase to calculate the accuracy of implementing the ANN identification
mode. The use of ANN comes after extracting the feature vector of each cattle image by using Box-counting algorithm
and SFTA Algorithm. The cattle muzzle in the testing phase is correctly classified if it is found that the similarity
between input images feature vector equals the tested image feature vector.

4.2 Evaluated Results

First: Classify cattle according to the following three groups using the feature vector extracted from: 1. Box-
Counting Algorithm; 2.Segmentation based Fractal Texture Analysis algorithm (SFTA).

Table 1: Accuracy rate in case of three groups of muzzle, each group has 20, 40 and 60 cases.

In Table 1 we made a comparison between three cases to identify only three different cattle but for each cattle
in the training step we use 20, 40 or 60 different images for each cattle muzzle. As noted when we learn the
ANN in the training step with only 20 different muzzles image for each cattle the accuracy rate increase to
78.51%, when we increase number of cases for each cattle to 40 and 60 the accuracy rate increased to 99.95%.
In Table 2 we use the SFTA feature vector as you note the accuracy rate is 87.46%, so this percentage we can
got it in the case when number of muzzles image is 20. And the accuracy rate increases to 99.96% in case of
using 40 and 60 different cases for each cattle. This concept is also for all the data in the followed tables.

Second: Classify cattle in five groups using the feature vector extracted from: 1. Box-Counting Algorithm (See
Table 3); 2. Segmentation based Fractal Texture Analysis Algorithm (SFTA) (See Table 4).
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Table 2: Accuracy Rate in case of three groups of muzzle, each group has 20, 40 and 60 cases.

Table 3: Accuracy Rate in case of five groups of Muzzle, each group has 20, 40 and 60 cases.

Table 4: Accuracy Rate in case of five groups of Muzzle, each group has 20, 40 and 60 cases.
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Third: Classify cattle in ten groups using the feature vector extracted from: 1. Box-Counting Algorithm (See
Table 5); 2. Segmentation based Fractal Texture Analysis Algorithm (SFTA) (See Table 6).

Table 5: Accuracy Rate in case of ten groups of Muzzle, each group has 60 cases.

No. of Iterations 60 Cases
95 54.53
121 74.12
123 77.86
146 78.86

Table 6: Accuracy Rate in case of ten groups of Muzzle, each group has 60 cases.

No. of Iterations 60 Cases
125 95.398
129 97.152
156 98.32
161 98.7
252 98.83

Box-counting algorithms accuracy decrease in case of increase number of classified group. In case of using
box-counting algorithm for classify more than ten groups the accuracy rate became 0%. But Segmentation
based Fractal Texture Analysis algorithm (SFTA) still work till twenty groups and twenty-five. As shown in
the following.

Fourth: Classify cattle in five groups using the feature vector extracted from: 1. Segmentation based Fractal Texture
Analysis Algorithm (SFTA) (See Figure 3).

Figure 3: Classify cattle in five groups using the feature vector extracted from Segmentation based Fractal Texture
Analysis Algorithm (SFTA)

Fifth: Classify cattle in twenty, twenty-five and thirty groups using the feature vector extracted from: 2. Segmen-
tation based Fractal Texture Analysis Algorithm (SFTA) (See Table 7.

5 Conclusions and Future Work

This paper has presented two models for Muzzle identification using printed cattle muzzle images as input. The
First Model has used box-counting algorithm for texture feature extraction for each cattle images; then used ANNs
for the identification and matching feature for the tested pattern with the training muzzles. The Second Model has
employed SFTA for cattle muzzle feature extraction for each cattle; then used these feature vectors in the training
phase for ANNs. The Box-Counting algorithm has given eight features for each muzzle image which resulted in
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Table 7: Classify cattle in twenty, twenty-five and thirty groups using the feature vector extracted from Segmentation
based Fractal Texture Analysis Algorithm (SFTA).

the weakness of neural network when the number of the classified group increased to ten groups. SFTA algorithm
has given feature vector with length eighteen features for each cattle muzzle image. In case of using the numbers
of identification groups of three, five, ten, fourteen, twenty, twenty-five and thirty; then the box-counting accuracy
results were: 99.97%, 99.97%, 78.86%, 0%, 0%, 0% and 0% respectively. In case of using SFTA algorithm, the
accuracy results were: 99.97%, 99.950%, 98.83%, 98.66%, 98.88%, 92% and 59.506% respectively. Firstly, the
accuracy of our proposed model to identify cattle animals using muzzle print images has achieved excellent results
comparing to all previous models in [19, 27, 28]. Secondly, the experimental results have shown that the SFTA
algorithm is a more accurate algorithm used for classifying such cattle muzzle image database. Therefore, it’s
recommended to increase the number of features in feature vector to increase the accuracy rate. In the future work,
authors tend to use algorithm that give more feature in feature vector to increase identification accuracy in case of
using large number of group. We shall search for minimizing the running time because it grows when the number of
groups used in the identification became large.
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Abstract

In this work, a cubic spline curve is considered for Asymmetric mode encrypting data. A steady state, one
dimensional equation is integrated over a control volume. The derivatives of above equation form piece wise
linear profile, which leads to discretization equation with corresponding weights. These weights are initially
solved to generate global variables. Those global variables are used to calculate public key which in turn use the
ElGamal mode of encryption. The proposed algorithm supports the features like Authenticity of users, Security
& Confidentiality of data transmitted. Going by the construction of the algorithm, Encryption is being done on
blocks of data for which it consumes less computing resources. Going by complexity of the algorithm, the key
length needed is about 120 bit length to provide sufficient strengths against cryptanalysis.

Keywords: Cubic Spline Curve, Public Key Cryptography, Window Method

1 Introduction

Any symmetric encryption scheme uses a private key for secure data transfer [12]. In their work on a new
Mathematical model on encryption scheme for secure data transfer [6], the authors considered not only key but also
time stamp and nonce values to increase the strength of sub key generated. In addition the nonce value can also be
used for acknowledgement support between participating parties. The model can be further improved by considering
a non linear model where the key values vary with the data generated [7].

Most of the products and standards that use public-key cryptography for encryption and digital signatures use
RSA today [8]. Recently, Elliptic Curve Cryptography has begun to challenge RSA. The principal attraction of
ECC, compared to RSA, is that it appears to offer better security for a smaller key size, thereby reducing processing
overhead.

Some recent works on application of ECC are cited here. [4] explains the engineering of ECC as a complex
interdisciplinary research field encompassing such fields as mathematics, computer science and electrical engineering.
[1] presents a high performance EC cryptographic process for general curves over GF(p). [5] specifies the standard
specifications for public key cryptography. Encryption to data supports the very important features like security,
Confidentiality to data & Authentication of users. [10, 13] discussed the features of Numerical data analysis which
helps in building a mathematical model. [14] discusses computing complexity of ECC and [9, 11] identifies additional
features with ECC which makes it more secure.

The work is divided into following modules: 1) Converting Mathematical models to Cryptosystems; 2) Generating
Public and Private Keys; 3) Encryption and Decryption Process; 4) Cryptanalysis and Complexity of the Model; 5)
Conclusion.
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2 Converting Mathematical Model to Cryptosystems

2.1 Introduction To Cubic Spline Curve

The basic idea behind cubic spline is to draw smooth curves through number of points [3]. The spline consists
of weights attached to a flat surface at the points to be connected. A flexible strip is then bent across each of
these weights resulting in a pleasant smooth curve. These weights are the coefficients on cubic polynomials used to
interpolate the data. The essential idea is to fit a piece wise function of the form

S(x) =


S1(x) x1 ≤ x ≤ x2
S2(x) x2 ≤ x ≤ x3
...
Sn−1(x) xn−1 ≤ x ≤ xn

where Si is a third degree polynomial defined by

Si(x) = ai(x− xi)3 + bi(x− xi)2 + ci(x− xi) + di for i = 1, 2, 3, · · · , n− 1.

The first & second derivations of degree n− 1 equations are fundamental to this process. They are

S
′

i(x) = 3ai(x− xi)2 + 2bi(x− xi) + ci

S′′i(x) = 6ai(x− xi)2 + 2bi, for i = 1, 2, 3, · · · , n− 1.

On summing the equation based on the fact that S′(x) & S′′(x) are continuous across interval, the coefficients for
(n − 1) equations can be calculated from ai bi ci di and S′′i (x1) = Mi which can be represented in matrix form as
follows. We can consider three cases,

1) Natural splines, M1 = Mn = 0;

2) Parabolic runout spline:

M1 = M2;

Mn−1 = Mn.

3) Cubic runout spline:

M1 = 2M2 −M3;

Mn = 2Mn−1 −Mn−2.

2.2 Numerical Models of Steady State Equations

Steady state one-dimensional equation is given by ∂
∂x

(
K.∂T∂x

)
+ s = 0.0, where K&s are constants. To derive the

discretization equation we shall employ the grid point cluster. We focus attention on grid point P which has grid
points E,W as neighbors. For one dimensional problem under consideration we shall assume a unit thickness in
y and z directions. Thus the volume of control volume is delx*1*1. Thus if we integrate the above equation over
the control volume, we get

(
K. ∂T∂X

)
e

(
K ∂T

∂X

)
w

+
∫
S ∂X = 0.0. If we evaluate the derivatives ∂T/∂X in the above

equation from piece wise line ar profile , the resulting equation will be

K e
(Te − Tp)

(∂X)e
−KW

(Tp − TW )

(∂X)e
+ S∗delx = 0.0

where S is average value of s over control volume.

2.2.1 Linear Data Flow Problem

Dividing the problem area into M number of points, and for simplicity by assuming data of the 1st and M th grid
points are considered to be known and constant. For the grid points 2,M − 1, the coefficients can be represented by
considering the conservation equation,

α

∂x
(Tn+1

I+1 − T
n+1
I ) +

α

∂x
(Tn+1

I − Tn+1
I−1 ) =

∂x

∂t
(Tn+1

I − Tn
I ) (1)
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where Ti represents data value for the considered grid point for the preceding delt, Tn+1
I+1 & Tn+1

I represents data
values for the preceding and succeeding grid points for the current delt.

Considering α for the given model, the coefficients are obtained for each state (grid point) in terms of A(I) refers
to data value of the corresponding grid point, C(I) and B(I) refers to data values of preceding and succeeding grid
points for the current delt, D(I) refers to data value of the considered grid point in the preceding delt.

A(I) = 1 + 2α
del t

(del x)
2

B(I) = −α del t

(del x)
2

C(I) = −α del t

(del x)
2

D(I) = Tn
I ,

where α is a constant value, the model generated is a linear model. For I = 1, 2, 3, · · · , ni. Thus the data value T
is related to neighboring data values Ti+1 and Ti−1. For the given problem C1 = 0 and Bn = 0. The coefficients
are arranged in matrix form. As both sides of the curve are maintained at same data points, the coefficients are
represented as 

a2 b2
a3 b3 c3

a4 b4 c4
...

cn−1 an−1

 =


d2
d3
d4
...

dn−1


These conditions imply that T1 is known in terms of T2. The equation for I = 2, is a relation between T1, T2, & T3.
But since T1 can be expressed in terms of T2, this relation reduces to a relation between T2 and T3. This process
of substitution can be continued until Tn−1 can be formally expressed as Tn. But since Tn is known we can obtain
Tn−1. This enables us to begin back substitution process in which Tn−2, Tn−3, · · · , T3, T2 can be obtained. For this
tri-diagonal system, it is easy to modify the Gaussian elimination procedures to take advantage of zeros in the matrix
of coefficients [2].

2.2.2 Modelling of Cubic Spline Curve Problem

Global Parameters:

T1 = TN = First & last data points

w = wit=dht of the curve considered

G = base Sequence considered

t = private key considered

r = random number generated

p = field considered.

For the 2 points on the curve,

B2 = −α ∆t

∆x2
mod P

A2 = 1 + 2α
∆t

∆x2
mod P

D2 = Y (2) + α
∆t

∆x2
∗D(1) mod P.

For the 3 to n− 2 points on the curve,

B(I) = −α ∆t

∆x2
mod P

C(I) = B(I)

A(I) = 1 + 2α
∆t

∆x2
mod P

D(I) = Y (I).
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For the n− 1 point on the curve,

C(N − 1) = −α ∆t

∆x2
mod P

A(N − 1) = B(I)

A(I) = 1 + 2α
∆t

∆x2
mod P

D(N − 1) = Y (N − 1) +

(
α

∆t

∆x2

)
DN .

These conditions imply that T1 is known in terms of T2. Thus the point 2 is a relation between T1, T2 & T3. But since
T1 is known, this relation reduces to a relation between T2 and T3. This process of substitution can be continued
until Tn−1 can be formally expressed as Tn. But since Tn is known we can obtain Tn−1. This enables us to begin
back substitution process in which Tn−2, Tn−3, · · · , T3, T2 can be obtained for one iteration. The process is repeated
for t iterations.

2.2.3 Scalar Multiplication

Left to Right Multiplication:
The iteration value of the process is represented by its equivalent binary value. The reading starts from left
to right positions. It starts with G as its initial input stream. If the process encounters a 0 in the bit pattern,
the output of earlier iteration forms the input for the current iteration else the output of earlier iteration is
summed up with Value of G which in turn forms the input of current iteration (See Algorithm 1).

1) Data Doubling: The output of earlier iteration forms the input of current iteration.

2) Data Addition: The output of earlier iteration is summed up with Value of G which in turn forms the
input of current iteration.

Algorithm 1 Scalar Multiplication

1: Q := 0
2: for i from m to 0 do
3: Q := 2Q ()(Using Data Doubling)
4: if di = 1 then
5: Q := Q + G (using Data addition)
6: end if
7: end for
8: Return Q

I.E. If t is 13, its equivalent binary bit pattern is 1101. Then the iteration process continues with G as input in
the first iteration, the output of earlier iteration is summed up with Value of G which in turn forms the input
of current iteration, then followed with the output of earlier iteration forms the input for the current iteration
and finally the output of earlier iteration is summed up with Value of G which in turn forms the input of final
iteration.

Window Method (See Algorithm 2):

Algorithm 2 Window Method

1: Q := 0
2: for i from m to 0 do
3: Q := 2wQ (using repeated data doubling)
4: if di > 0 then
5: Q := Q+ d1P (using a single data addition with the pre-computed value of d1P )
6: end if
7: end for
8: Return Q
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Sliding windowed method (See Algorithm 3):

Algorithm 3 Sliding Windowed Method

1: Q := 0
2: for i from 0 to m do
3: if di = 0 then
4: Q := 2Q (point double)
5: else
6: Grab up to w − 1 additional bits from d to store into
7: Q := Q + d1P (using a single data addition with the pre-computed value of d1P (including di) t and

decrement i suitably)
8: if (If fewer than w bits were grabbed) then
9: Perform double-and-add using t

10: Return Q
11: else
12: Q := 2wQ (repeated point double)
13: Q := Q+ tP (point addition)
14: end if
15: end if
16: end for
17: Return Q

3 The Proposed Scheme

There are two phases of the proposed scheme: Generating Public and Private Keys and Encryption & Decryption
Processes.

3.1 Generating Public and Private Keys

The sender executes the following steps (See Figure 1):

1) Sender chooses the Cubic Spline curve with both sides of the curve maintained at same data values i.e TS = TN .

2) Sender chooses the following parameters G,TS , TN , α,∆x,∆t as Global.

3) Sender chooses an integer t as private key.

4) Sender chooses a large Prime Number P to calculate the Field.

5) Sender calculates (Gt) as Public Key.

6) Private Key considered is t.

7) Public key = (G)t = PE = G2.

3.2 Encryption and Decryption Processes

Encryption: Sender selects Pm as her Plain text. He/She then calculates a pair of texts as Cipher texts for chosen
random number r.

(Pm + P r
B), Gr = (Pm +G3), G1 = C1, C2

Decryption: Receiver after receiving C1, C2, Calculates Pm, the Plain Text using the following Formula,

C1 − Ct
2 = Pm +G3 −G3 = Pm
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Figure 1: The generating public and private keys phase

Table 1: The parameters of an example

α = 2 ∆t = 2 ∆x = 2 P = 17

t=2 G 3 12 16 12 6 11 1 16 3
t=4 C2 = G1 = Gr 3 9 1 15 12 6 8 16 3
t=8 G2 = PB 3 3 4 16 1 9 5 11 3
t=12 G3 = P r

B = Ct
2 3 11 14 9 16 10 1 13 3
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Example 1. The following parameters P, α,∆x,∆t and t are gave as Table 1.
Mapping the alphabets of English with numerical values, like a = 0, b = 1, x = 23, y = 24, z = 25.

Encryption: The plaintext of the example is ASYMMETRY. The ciphertext is in Table 2.

Table 2: The example of encryption phase

Plain text A S Y M M E T R Y
Alpha numeric 0 19 24 12 12 4 20 18 24

P r
B 3 11 14 9 16 10 1 13 3

C1 = Pm + P r
B 3 30 38 21 28 14 21 31 27

Mod 26 3 5 13 21 3 14 21 6 2
C1 In Alpha numeric 3 5 13 21 3 14 21 6 2

C1 d F n V d o v g C
Gr = C2 In Alpha numeric 3 9 1 15 12 6 8 16 3

C2 d J b P m g i q D

Decryption: The ciphertext C1 of the example is 3 5 13 21 3 14 21 6 2. The plaintext is in Table 3.

Table 3: The example of decryption phase

C1 3 5 13 21 3 14 21 6 2
Ct

2 3 11 14 9 16 10 1 13 3
C1 − Ct

2 0 -6 -1 12 -13 4 20 -7 -1
Add 26 if Negative 0 19 24 12 12 4 20 18 24

Plain text A S Y M M E T R Y

The simulation: The simulation of the example is shown in Figure 2.

4 Cryptanalysis and Complexity of the Model

In this section, we show that cryptanalysis and complexity of the model.

4.1 Cryptanalysis

1) Depending on the width of the curve considered say n a block of plain text will be converted to block of cipher
text. So the computing resources needed will be mapped per block rather than per character. So the amount
of computing resources needed will be less when compared with algorithms like RSA & ECC.

2) Going by the construction of the algorithm; Known the first and last data points; For the data points 3 to n−1
(TDMA Algorithm),

R = C(i)/A(i− 1) mod P ;

A(i) = A(i)R(B(i− 1))| mod P ;

D(i) = D(i)R(D(i− 1))| mod P.

Since D(n− 1) is known in terms of D(n), D(n− 1) is calculated as

D(j) =
D(j)−B(j) ∗D(j + 1)

A(j)
mod where j = n− 1. (2)

By the back substitution process, the data values like D(n− 2), D(n− 3), · · · , D(2) are calculated.

Thus going by the construction of the algorithm, 4 modulus operations are calculated and 2 inverse operations
are calculated per bit value in each step of encryption, where as in ECC it is 3 modulus operations and 2
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Figure 2: The simulation of the example for t = 0, t = 2, · · · , t = 16

inverse operations per bit value in each step of encryption process. Thus the complexity of Cubic Spline is 4/3
times of ECC. Thus the sufficient key length in Cubic Spline Curve for providing necessary security to the data
transmitted is roughly 3/4 of key length of ECC. Thus the key length for cubic spline curve is roughly 120 bit
which is necessary to provide sufficient strength against crypto analysis.

3) The windowed method provides the benefit of using fewer point additions.

4) This algorithm has the benefit that the pre-computation stage is roughly half as complex as the normal
windowed method while also trading slower point additions for point doubles. In effect, there is little reason
to use the windowed method over this approach.

5) As a random number is used for every block of encryption of data, it is free from differential side channel
attacks.

4.2 Complexity

Consider the equation,

PB ≡ gx(modP ) (3)

where PB is the public key generator, g is the generator, P be the field, x is the private key.
Given g, x, and P , it is easy to calculate PB . But given y, g, P it is very difficult to calculate x (given the differential

logarithm problem). Thus the asymptotically fastest known algorithm for taking discrete logarithm modulo prime
number of the order of

e((ln P )1/2ln(lnP ))
2/3

(4)

Which is not feasible for large primes.

5 Conclusion

In this work a Numerical model based cubic spline curve public key cryptography algorithm is developed. The
algorithm is based on ElGamal mode of Encryption & Decryption. This works on asymmetric block cipher mode.
Going by the construction of the algorithm, the key length needed for sufficient security to date is less than key
length needed for ECC algorithm. Since a random number is used for Encryption process, it is free from differential
side channel attacks.
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The work is carried out for the boundary condition T1 = Tn, i.e., both the boundaries of curve are maintained
at same data values. The work can also be carried out for other boundary conditions of spline curves. The present
work handles data encryption at block level of plain text. The work can also carried out for encryption of data at
character level of plain text.
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