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Abstract

Mobile ad-hoc network consists of dynamic nodes that communicate with each without base
station. In this paper, we propose an inclusive particles swarm optimization clustering algorithm
for mobile ad hoc networks. It has ability to find the optimal or near optimal number of cluster
to efficiently manage the resources of network. The cluster heads do the job of routing network
packets within the cluster or to the node of other clusters. Proposed IPSOA clustering algorithm
takes into consideration the transmission power, ideal degree, mobility of nodes and battery power
consumption of the mobile nodes. Weighted clustering algorithm assign a weight to each of this
parameter of network and each particle of swarm contain information about the cluster heads
and the member of each cluster. We compare the results with Divided Range Particle Swarm
Optimization Based Clustering (DRPSO) and result show that proposed technique is efficient and
work efficiently than DRPSO.

Keywords: Ad-Hoc Networks; Clustering Cluster Head; Inclusive Particle Swarm Optimization

1 Introduction

Mobile ad-hoc network consists of dynamic nodes that can freely move with different speed. Wireless
mobile ad-hoc network (MANET) is a self- organizing network in which no centralized control exists
which brings many problems and challenge. Dynamic nodes communicate with each other using wireless
links. Nodes have limited ability to collect and process information in term of processing speed and
limited size. Due to power limitation, devices typically have limited storage capacity and bandwidth [3,
6, 7, 9].

Weather forecasting, crisis management etc. are application of MANET. Cluster head have high
processing speed and battery power than other node on cluster based environment that are responsible
for cluster management and network maintenance. Cluster head allocate resources to all the nodes, in
addition to controlling and managing it own cluster, it also communicate with others. Cluster-head
maintain information about every node within the cluster. To use the network resources effectively
and adapt the changing network condition in MANETs is depend on choosing the optimal number of
cluster-heads.

Clustering is a method of organizing things into meaningful groups with respect to their similarities
objective of clustering is to identify the groups are exclusive so that any instance belongs to a single
group. Clustering of nodes in MANETs is one of the biggest challenges. Finding optimal number
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of cluster that cover the entire network becomes essential and an active area of research. Clustering
allowing the reuse of resources that improve the system performance and it also optimally manages the
network topology by dividing the task among specified nodes called cluster-heads, which is very useful
for network management and routing.

In this paper, we propose a inclusive particle swarm optimization clustering algorithm to find optimal
number of cluster for mobile ad-hoc networks. Particle swarm optimization is a stochastic search
technique that has simple parameter that need to be tuned during the execution of the algorithm. It
has been an efficient and effective technique to solve complex optimization problems. The algorithm
takes a set of parameter of MANETs into consideration such as mobility of nodes transmission power,
battery power and moving speed of the nodes.

2 Related Work

Turget et al. proposed a genetic algorithm based clustering algorithm [10]. In their approach, the genetic
algorithm is used to optimize the number of cluster in an ad hoc network. It is weight based algorithm.
Chatterjee et al. [2] proposed the weighted clustering algorithm (WCA). It elects cluster-heads according
to their weight. Baker et al. proposed the lowest-ID, known as identifier based clustering algorithm [1].
It assigns the unique ID to each node and chooses the node with lowest ID as a cluster-head. Gerla et
al. proposed the highest connectivity clustering algorithm [4]. It is based on the degree of nodes, which
is the number of neighbor of a given node.

3 Inclusive Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) is a stochastic optimization technique develops by Eberhart and
kennedy in 1995, inspired by the social behavior of bird flocking or fish schooling. In PSO each single
solution is a ”bird” in the search space which we call as a ”particle”. A fitness value is associated with
each particle which is evaluated by the fitness function to be optimized and has velocity which directs
the flying of the particle [8]. PSO is the potential algorithm to optimize clustering in mobile ad hoc
networks because these kinds of networks have limited resources. Particle positions and velocities are
generated randomly in the beginning. The algorithms then proceed iteratively and update all velocities
and positions of the particles as follows:

vid = wvid + c1r1(Pid −Xid) + c2r2(Pgd −Xid) (1)

Xid = Xid + vid. (2)

Where

d(= 1, 2, · · · , O) is the number of dimensions.

i(= 1, 2, · · · , N) is the size of the population.

w is the inertia weight.

c1 and c2 are two positive constants.

r1 and r2 are two random values in the range [0, 1].

Equation (1) calculates the new velocity of the ith particle by taking into consideration three terms:

• The particle’s previous velocity.
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• The distance between the particle’s previous best position and current position.

• The distance between the best particles of the swarm.

Equation (2) is used to calculate the new position of a particle.
The basic problem with the PSO is that it restricted the social learning aspect only to the gbest. If

gbest is for away from the global optimum then the particles will go to the gbest region and get trapped
in a local optimum. Inclusive particle swarm optimization algorithm (IPSOA) has the potential to move
the particle in large search space to fly. In IPSOA, pbest position of a particle is updated by using
pbest positions of all the particles in a swarm.

The inclusive PSO algorithm uses the following equation form updating velocity of the particle:

vid = w × vid + c + randid × (pbestdfi(d) − xid) (3)

where fi = [fi(1), fi(2), · · · , fi(d)] describes which particles pbest the particle I will use.
Pbest fu(d) is the dimension of any particle’s pbest including its own pbest. The main difference

between IPSOA and original PSO is that instead of using particle’s own pbest and gbest, all particles
pbest can be used to guide the particle’s flying direction. This strategy increases the diversity of a
swarm when solving complex multidimensional problems. In the strategy the particles can fly in other
direction by learning from other particles pbest. This strategy has the ability to jump out of the local
optimum by using the co operative behavior of whole swarm.

4 Proposed Technique

In the proposed approach, the IPSOA users for finding the optimum number of clusters are a mobile
ad-hoc network for efficiencies routing.

Wv = W1Dv + W2Sv + W3Mv + W4Pv (4)

Where

D is the degree difference.

Sv is the sum of distance of the members of cluster head.

Mv is the average speed of nodes.

Pv is the accumulative time of a nodes being a cluster head.

Sum of weights is
∑

wi = 1 and node v with the minimum Wv is chosen as cluster-head. Once
a node becomes the cluster-head, neither that node nor its member can participate in the cluster
selection procedure further. The cluster head selection algorithm will terminate once all the nodes
either becomes cluster-heads or members of cluster-heads. Each node in the search space has unique ID
and each particle contains the IDs of all the nodes of the network. These unique ID are used to encode
to particles.

The proposed algorithm is list in the following:

Step 1. Initialization:
Initialize the population of particle randomly and initialize the general parameter of IPSOA.

Step2. Fitness Value:
Calculate the fitness value of each particle. Each node is stored according the values of the
objective function, which is the sum of all Wv value of cluster heads in particles.
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Step 3. Selections:
Select particle neighbor for updating its velocity.

Step 4. Update:
Update the position of gbest and pbest as if Fitness (xi) > fitness (pbest) then pbesti = Xi and
if Fitness (xi) > fitness (gbest) then gbesti = Xi.

Step 5. Update Velocity and Position:

Vid = WVid + c1r1(Pid −Xid) + c2r2(Pgd −Xid)

Xid = Xid + Vid.

Step 6. Check stopping criteria.

Step 7. Report the global best particle as the solution of the problem.

The algorithm iteratively goes through each node in decide whether a node can become a cluster
head or not. The Condition is:

• If it is not already a cluster-head.

• If it is not a member of any cluster.

• Number of neighbor of node is less than the predefined maximum allowed number of neighbor of
a node.

If node fulfill the above three conditions, it is chosen as a cluster-head. After the cluster head are
chosen, the already calculated value of Wv of each node is used to find out the fitness of each particle by
taking the summation of all Wv values of all cluster- heads in this particle. This process contain until
the maximum number of iterations is reached. When the algorithm converges, the global best particle
is reported as the final solution.

5 Experimental Result

We implement the proposed algorithm in Matlab 7.0. We conduct the experiments in a machine with
1.75 GHz dual processors with 1 GB of RAM. We perform experiments of M different nodes on 50× 50
and 200 × 200 grids. All the nodes can move in all possible directions with displacement varying
uniformly between o to maximum value (max-disp). The transmission power of each node is set to 30.
In our experiments, M is varied between 20 and 80. The maximum number of nodes that n cluster
can handle is 10. This restriction will ensure uniform distribution of nodes in each cluster and efficient
medium access control (MAC) functioning for an Ad-hoc network.

The parameter of IPSOA is initialized as follows:

1) The population size is set to the number of nodes.

2) The maximum generations are set to 1000.

3) The inertia weight w is set to 0.694.

4) The learning factor c1 & c2 are set to 2.
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Figure 1: Average number of cluster for DRPSO and IPSOA in 50 × 50 m2 area with transmission
range equal to 35.

We compare the results of the proposed approach with Divided Range Particle Swarm Optimization
(DRPSO) based clustering [5]. The same values of all different parameters are used for three algorithms.
The results are obtained after performing fifty simulations of each algorithms and then taking their
averages. The simulations are performed by varying the number of nodes in the networks and the
transmissions range of the mobile nodes.

As can be seen in Figure 1 our proposed algorithm based on IPSOA finds less numbers cluster to
cover the whole network then DRPSO in the same environment i.e. 50×50 m2 areas with transmission
range of 35.

Figure 2: Average number of cluster for DRPSO and IPSOA in 200 × 200 m2 area with transmission
range equal to 35.
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Figure 2 shows the experimental results performed on a 200×200 m2 area with a transmission range
of 35. The average numbers of cluster are less in case of IPSOA as compared to DRPSO. We also
evaluate the performance of the three algorithms by keeping the nodes constant and increasing the
transmission ranges of the mobile nodes for both 50 × 50 m2 and 200 × 200 m2 areas. Figures 3 and 4
shows that the proposed algorithm works better than the other two algorithms in terms of producing the
average number of clusters. The result shows that the proposed approach covers the whole network with
minimum number of clusters that can reduce the routing cost of the network. This will help to minimize
the number of hops and the delayed the packets transferred in cluster-based routing environment. The
numbers of cluster are large, when the transmission ranges of nodes are small from the results, it is
very clear that the proposed algorithm performs better than other the algorithms in a mobile ad hoc
network environment.

Figure 3: Average number of cluster for DRPSO and IPSOA for 80 on a 50 × 50 m2 area.

6 Conclusion

In this paper, we have proposed a Mobile Ad Hoc Clustering using Inclusive Particle Swarm Optimiza-
tion Algorithm (IPSOA). The algorithm attempts to minimize the average number of clusters by using
its evolutionary capabilities so that the routing can be performed in an efficient manner. By using
minimum number of nodes to forward the packets, the routing delay can be significantly reduced. It
uses a set of parameter for the election of a cluster-head hence that node is elector as the cluster-head
which is more powerful than the other nodes. It also has a check on the maximum number of nodes that
a cluster can handle which leads to the efficient usages of the medium access control (MAC) sub- layer.
The simulation result shoe that it is an effective and robust technique for clustering in a mobile ad hoc
network environment. The result of the proposed technique is also compared with DRPSO. The result
exhibits the promising capabilities of the proposed technique and clearly shows that it works effectively
than DRPSO.
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Abstract
Attribute-based encryption (ABE) which allows one to encrypt messages according to intended

receivers’ attributes is a kind of one-to-many encryption. Unlike the conventional one-to-one en-
cryption which has no intention to exclude any partners of the intended receiver from obtaining
the plaintext, an ABE system tries to exclude all unintended recipients from obtaining the plain-
text, despite whether they are partners of some intended recipients. We would like to stress that
this requirement for ABE is somewhat hard to meet. An ABE system cannot truly exclude some
unintended recipients from decryption because some users can exchange their decryption keys in
order to maximize their own interests. Due to this observation, we classify confidentialities into two
kinds, strong confidentiality and weak confidentiality, corresponding to full obligations and partial
obligations for keeping privacy, respectively. These classifications will be helpful to analyze the
behaviors of an intended recipient and revisit the security of different encryption models.

Keywords: Attribute-based Encryption; Full Obligations; One-to-Many Encryption; Partial Obliga-
tions; Strong Confidentiality; Weak Confidentiality

1 Introduction

The cryptographic primitive of attribute-based encryption was introduced by Sahai and Waters [41].
In the scenario, a user presents an authority with a set of credentials that prove their right to fulfill
an attribute. The authority issues a certification for the user to establish that the user fulfills the
semantic of the attribute. This process is repeated for all attributes appropriate to each user. As a
result, a user’s identity is composed of a set, S, of strings which serve as descriptive attributes of the
user. Like traditional identity-based encryption, the sender in an ABE system only needs to know the
receivers’ description in order to determine their public key. For example, a user’s identity could consist
of attributes describing their university, department, and job function. The sender can specify another
set of attributes S′ such that a receiver can only decrypt a message if his identity S has at least k
attributes in common with the set S′, where k is a parameter set by the system.

Attribute-based encryption has attracted much attention. Lewko, Waters, Pirretti, Goyal, and Ya-
mada, et al. [1, 16, 22, 24, 25, 26, 39, 46] studied the construction of ABE systems. Ostrovsky, Sahai,
and Waters [38] investigated some non-monotonic access structures of ABE. Bethencourt, Sahai, Wa-
ters, and Goyal, et al. proposed some ciphertext-policy attribute-based encryption schemes [3, 17, 45].



I.J. of Electronics and Information Engineering, Vol.8, No.1, PP.9-19, Mar. 2018 (DOI: 10.6636/IJEIE.201803.8(1).02) 10

Chase and Chow [7, 8] introduced the setting of multi-authority in ABE. Hohenberger and Waters [19]
discussed oline/offline attribute-based encryption. Most of these constructions use bilinear groups and
some linear secret-sharing schemes as building blocks.

In 2013, Liu et al. [31, 32, 37] studied the white-box traceable CP-ABE problems. Fu et al. [12] put
forth a blind expressive ciphertext policy ABE scheme for fine grained access control on the encrypted
data. In 2015, Li and Zhang [27] designed a fully secure attribute based broadcast encryption scheme.
Fu et al. [2, 11, 28, 33, 34, 44] paid attention to other variations of ABE. Recently, Yu and Cao [48] have
investigated the primitive of attribute-based signcryption with hybrid access policy. Zhang and Yin [49]
proposed a recipient anonymous ciphertext-policy attribute-based broadcast encryption scheme.

Unlike a conventional one-to-one encryption, an attribute-based encryption is a kind of one-to-many
encryption; that is to say, there could be several intended recipients that are able to decrypt a same
ciphertext. Since there are many intended recipients, each recipient undertakes partial obligations to
keep privacy of the plaintext. An intended recipient possibly forwards the plaintext to others or shares
his decryption key with others. That means the confidentiality level in an ABE system is much lower
than that in a conventional one-to-one encryption.

In this paper, we want to stress that the conventional one-to-one encryption has no intention to
exclude any partners of the intended recipient from decryption. To the contrary, an ABE scheme tries
to exclude all unintended recipients from decryption despite whether they are partners of some intended
recipients. We would like to remark that some users in an ABE system can exchange their decryption
keys in order to maximize their own interests, which means that an ABE system cannot truly exclude
some unintended recipients from decryption. We think the inherent weakness discounts the signification
of ABE.

2 Different Confidentiality Levels

Confidentiality is a fundamental information security objective which is a service used to keep the
content of information from all but those authorized to have it. An encryption scheme may be used
as follows for the purpose of achieving confidentiality. Two parties Alice and Bob first secretly choose
or secretly exchange a key pair (e, d), and pick an encryption algorithm E() and its corresponding
decryption algorithm D(). At a subsequent point in time, if Alice wishes to send a message m to Bob,
she computes c = E(e,m) and transmits this to Bob. Upon receiving c, Bob computes D(d, c) = m
and hence recovers the original message m.

From the sender’s point of view, in a conventional one-to-one encryption the intended recipient
undertakes the full obligations to keep privacy of the plaintext. However, the property of receiver’s
full obligations to keep privacy is too plain to be neglected by researchers and literatures in the past
decades.

When one-to-one encryption is generalized to one-to-many encryption, each intended recipient will
undertake only partial obligations.

In such a case, the behaviors of an intended recipient should be considered carefully. To facilitate
the descriptions of a recipient’s behaviors, we will classify confidentialities into two kinds, strong confi-
dentiality and weak confidentiality, corresponding to full obligations and partial obligations for keeping
privacy, respectively.

It is worth to point out that a recipient undertaking partial obligations for keeping privacy is more
prone to leak the recovered message to others, if the betrayal is not traceable.
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3 Security Requirement for One-to-one Encryption Revisited

It is well known that the conventional one-to-one encryption requires that the adversary without the
valid decryption key cannot recover the plaintext. Note that the adversary here is an uncharacteristic
role. The requirement does not imply that some unintended recipients cannot recover or obtain the
plaintext. In real life, some partners of the intended recipient can obtain or recover the plaintext by
the following two methods.

1) The intended recipient, Bob, forwards the plaintext to his partner, Cindy. We refer to Figure 1
for this case.

Enc( , )c pk m 

Dec( , )m sk c 

Alice

Bob

Cindy

c

forward  tom

Figure 1: Bob forwards the plaintext  to Cindym

2) The intended recipient, Bob, shares the decryption key with his partner, Cindy. We refer to
Figure 2 for this case.

Enc( , )c pk m 

Dec( , )m sk c 

Alice

Bob

Cindy

c

c

Dec( , )m sk c 

share  with Cindysk

Figure 2: Bob shares his secret key with Cindy

In short, the conventional one-to-one encryption has no intention to exclude some partners of the
intended recipient from obtaining the plaintext. This property is so obvious that it is often neglected.
However, the partnership of recipients must be taken into account when we design a one-to-many
encryption system.

4 Attribute-based Encryption Model Revisited

Attribute-based encryption is claimed to be a vision of public key encryption that allows users to
encrypt and decrypt messages based on users’ attributes. In the scenario, users are represented by the
summation of their attributes. An encryptor will associate encrypted data with a set of attributes. An
authority will issue users different decryption keys, where a user’s decryption key is associated with
an access structure over attributes and reflects the access policy ascribed to the user. Notice that
attribute-based encryption is a kind of one-to-many encryption.
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There are two kind of attribute-based encryptions, ciphertext-policy attribute-based encryption (CP-
ABE) and key-policy attribute-based encryption (KP-ABE). In a CP-ABE system, keys are associated
with sets of attributes and ciphertexts are associated with access policies. In a KP-ABE system, the
situation is reversed: keys are associated with access policies and ciphertexts are associated with sets of
attributes. For convenience, we only describe the definition of CP-ABE as follows. We refer to Figure
3 for the essence of the model of ABE.

A ciphertext-policy attribute-based encryption scheme consists of the following four PPT algo-
rithms [40]:

Setup (1λ)→ (pp,msk): The algorithm takes the security parameter λ ∈ N and outputs the public
parameters pp and the master secret key msk. Assume that the public parameters contain a
description of the attribute universe U .

KeyGen(1λ, pp,msk,S)→ sk: The algorithm takes the public parameters pp, the master secret key
msk and a set of attributes S ⊆ U . It generates a secret key corresponding to S.

Encrypt(1λ, pp,m,A)→ ct: The algorithm takes the public parameters pp, a plaintext message m,
and an access structure A on U . It outputs the ciphertext ct.

Decrypt(1λ, pp, sk, ct)→ m: The algorithm takes the public parameters pp, a secret key sk, and a
ciphertext ct. It outputs the plaintext m.

A CP-ABE scheme is correct if the decryption algorithm correctly decrypts a ciphertext of an access
structure A with a decryption key on S, when S is an authorized set of A.

Enc( , , )c pp m A 

1Dec( , )m sk c 

Sender

c

c

Figure 3: The model of attribute-based encryption

Dec( , )km sk c 

intended recipients 

unintended recipients 

It is easy to find that the attribute-based encryption tries to exclude some unintended recipients
from obtaining the plaintext despite whether they are partners of some intended recipients. We shall
argue that this purpose cannot be fully achieved.

5 Decryption-key-sharing Attack Against ABE

Most of the existing ABE schemes use bilinear groups and some linear secret-sharing schemes as building
blocks. In such an ABE system, there is an authority who is responsible for generating secret keys for
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all members. These secret keys are not for one-time use. They can be repeatedly invoked. Concretely,
most ABE schemes have the following features:

• Repudiable key. The secret key for each member is only used for decryption, not for signing,
because it is generated and issued by the authority. Strictly speaking, this key has no the function
of non-repudiation from a legal standpoint. Thus, it is better to call it decryption key.

• Partial obligations. One intended recipient in a communication undertakes only partial obligations
to keep privacy of the plaintext. Apparently, he is more prone to reveal the plaintext to others.

• Future passerby. Each member may become one unintended recipient in future communications.
In this situation, a member is more prone to reveal his secret key to his partners if these partners
are also in the same system.

• Maximized interest. In order to maximize the interests (the capability to correctly decrypt future
communications), some members can exchange their decryption keys and create alliances with as
many different people in the same system as they can. For convenience, we call it decryption-key-
sharing attack. We refer to Figure 4 for the essence of this attack.

In short, the attribute-based encryption can not truly exclude some unintended recipients from
decryption. The ambitious objective of excluding unintended recipients in ABE model is somewhat
hard to fulfill, because an intended recipient could forward the plaintext to some unintended recipients
or directly shares his decryption key with his partners.

Enc( , , )c pp m A 

1Dec( , )m sk c 

Sender

c

c

Figure 4: Attacks against attribute-based encryption
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6 Analysis of Some Hypothetical Applications of ABE

It claims that attribute-based encryption has enormous potential for providing data security in dis-
tributed environments. We shall have a close look at the examples in some literatures. The corre-
sponding schemes take advantage of bilinear property of pairings to insert trapdoors in encryption
functions and decryption functions. The heavy pairing computations [6, 29, 30] in these schemes
impede their practical implementations. Moreover, we find the necessity of ABE in these exam-
ples [3, 19, 24, 38, 39, 41] is indeed overstated.
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Example 1. (see [39]) A user Bob looking for employment in the field of secure systems engineering
could place a copy of his resume in publicly accessible web space encrypted with the attributes “se-
cure systems engineering” and “human resources manager”. Only potential employers satisfying these
attributes would be able to decrypt this information and contact Bob.

Remark 1. We believe it is better for Bob to distribute his resume through mass emails as usual. The
privacy exposed in the resume is of far little importance to the job hunter. The traditional job-hunting
method could be more effective than placing the encrypted resume in publicly accessible web space.

Example 2. (see [3]) Suppose that the FBI public corruption offices in Knoxville and San Francisco are
investigating an allegation of bribery involving a San Francisco lobbyist and a Tennessee congressman.
The head FBI agent may want to encrypt a sensitive memo so that only personnel that have certain
credentials or attributes can access it. For instance, the head agent may specify the following access
structure for accessing this information: ((“Public Corruption Office” AND (“Knoxville” OR “San
Francisco”)) OR (management-level > 5) OR “Name: Charlie Eppes”). By this, the head agent could
mean that the memo should only be seen by agents who work at the public corruption offices at Knoxville
or San Francisco, FBI officials very high up in the management chain, and a consultant named Charlie
Eppes.

Remark 2. In general, a bribery allegation concerning a congressman requires strong confidential-
ity. We do not think that the primitive of ABE is appropriate for this situation because of its weak
confidentiality.

Example 3. (see [41]) In a computer science department, the chairperson might want to encrypt a
document to all of its systems faculty on a hiring committee. In this case it would encrypt to the
identity {“hiring-committee”,“faculty”, “systems”}. Any user who has an identity that contains all of
these attributes could decrypt the document.

Example 4. (see [24]) Suppose an administrator needs to encrypt a junior faculty member’s perfor-
mance review for all senior members of the computer science department or anyone in the dean’s office.
The administrator will want to encrypt the review with the access policy (“Computer Science” AND
“Tenured”) OR “Dean’s Office”. In this system, only users with attributes (credentials) that match this
policy should be able to decrypt the document. The key challenge in building such systems is to realize
security against colluding users. For instance, the encrypted records should not be accessible to a pair
of unauthorized users, where one has the two credentials of “Tenured” and “Chemistry” and the other
one has the credential of “Computer Science”. Neither user is actually a tenured faculty member of the
Computer Science Department.

Example 5. (see [38]) A university is conducting a peer-review evaluation, where each department will
be critiqued by a panel of professors from other departments. Bob, who is a member of the panel this year
from the Biology department, will need to read (possibly sensitive) comments about other departments
and assimilate them for his written review. In an Attribute-Based Encryption system the comments
will be labeled with descriptive attributes; for example, a comment on the History department might be
encrypted with the attributes: “History”, “year=2007”, “dept-review”. In the Goyal et al.’s scheme [39],
Bob might receive a private key for the policy “year=2007” AND “dept-review”, which would allow him
to see all comments from this current year. However, in this setting it is important that Bob should not
be able to view comments written about his own department. Therefore, the policy we would actually
like to ascribe to Bob’s key is “year=2007” AND “dept-review” AND (NOT “Biology”).

Example 6. (see [19]) In a key-policy ABE (KP-ABE) system, an encrypted message can be tagged
with a set of attributes, such as tagging an email with the metadata “from: Alice”, “to: IACR board”,
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“subject: voting”, “date: October 1, 2012”, etc. The master authority for the system can issue private
decryption keys to users including an access policy, such as giving to Bob a decryption key that enables
him to decrypt any ciphertexts that satisfy “to: Bob” OR (“to: IACR board” AND (January 1, 2011 ≤
“date” ≤ December 31, 2012)).

Remark 3. All the above four examples are contrived. They do not consider the partnership of users.
For example, a user with the attributes of “Tenured” and “Chemistry” is very likely to be a close friend
of one with the attributes of “Tenured” and “Computer Science”. It is a better choice for them to
exchange their decryption keys in order to enhance their capabilities to decrypt future communications
correctly, if they feel it is necessary. That is to say, the security of these examples depends on the will
of users rather than on any intractable assumptions.

Remark 4. The strategy of physical access control has been broadly implemented for many years.
It was believed to be efficient and robust although it has this or that weaknesses, such as low-level
security, inflexibility for selecting users, and lacking of portability. From the perspective of cryptography,
physical access control aims to exclude common unauthorized users from decryption, not those powerful
adversaries. In nature, it provides only weak confidentiality as ABE. But the sophisticated primitive of
ABE is extraordinarily inefficient than physical access control (see the above schemes [19, 24, 41, 38]).
Taking into account these shortcomings, we would like to remark that physical access control seems more
appropriate for weak confidentiality than ABE.

7 Another One-to-many Encryption

Broadcast encryption formalized by Fiat and Naor [10], is another primitive of one-to-may encryption.
It requires that the broadcaster encrypts a message such that a particular set of users can decrypt the
message sent over a broadcast channel. The Fiat-Naor broadcast encryption and the works [13, 14, 20,
42, 43] use a combinatorial approach. This approach has to right the balance between the efficiency
and the number of colluders that the system is resistant to. Most of these schemes require that each
user’s decryption key is for one-time use. They have no intention to exclude some particular recipients
from obtaining the plaintext. Therefore, they are immune to decryption-key-sharing attack.

In a revocation system, a broadcaster encrypts a message such that a particular set of revoked
users cannot decrypt the message sent over a broadcast channel. In 1998, Kurosawa and Desmedt
[21] introduced a method based on polynomial interpolation for constructing revocation systems. The
subsequent revocation systems [36, 47] adopt this technique. In 1999, Canetti et al. [4, 5] developed a
different method for multicast encryption. In 2001, Naor, Naor and Lopspeich [35] proposed a stateless
tree-based revocation scheme. Their method was subsequently improved by Halevy and Shamir [18],
Goodrich, Sun, and Tamassia [15], and by Dodis and Fazio [9].

At IEEE Symposium on Security and Privacy 2010, Lewko, Sahai and Waters [23] proposed a simple
revocation system with very small decryption keys.

In the scheme, the authority generates all users’ decryption keys which should be repeatedly used.
Like most ABE schemes, the Lewko-Sahai-Waters revocation can not truly revoke some users because
it can not resist decryption-key-sharing attack. Note that the Goodrich-Sun-Tamassia tree-based revo-
cation system [15] is immune to this attack. They have stressed that keys should be updated after each
insertion or deletion (revocation) of a device. They have also specified the strategy for key update and
tree rebalance.
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8 Conclusion

The partnership of recipients in an ABE system plays a key role in analyzing the security of the system
which has been neglected in the past decade. We find an ABE system can not resist decryption-key-
sharing attack.

The flaw renders the primitive impractical. The conventional physical access control has been broadly
implemented for many years although it is of low-level security, inflexibility for selecting users and
lacking of portability. From the perspective of cryptography, physical access control provides only weak
confidentiality as ABE. But ABE is extraordinarily inefficient than physical access control because of
the involved heavy pairing computations. Thus physical access control seems more appropriate for weak
confidentiality than ABE.
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Abstract

In the paper created a new encryption algorithms GOST28147-89-IDEA8-4 and GOST28147-89-
RFWKIDEA8-4 based on networks IDEA8-4 and RFWKIDEA8-4, with the use the round function
of the encryption algorithm GOST 28147-89. The block length of created block encryption algo-
rithm is 256 bits, the number of rounds is 8, 12 and 16.

Keywords: GOST 28147-89; Lai-Massey Scheme; Round Function; Round Keys; Output Transfor-
mation

1 Introduction

The encryption algorithm GOST 28147-89 [1] is a standard encryption algorithm of the Russian Feder-
ation and based on a Feistel network. This encryption algorithm is suitable for hardware and software
implementation, meets the necessary cryptographic requirements for resistance and, therefore, does not
impose restrictions on the degree of secrecy of the information being protected. The algorithm im-
plements the encryption of 64-bit blocks of data using the 256 bit key. In round functions used eight
S-box of size 4x4 and operation of the cyclic shift by 11 bits. To date GOST 28147-89 is resistant
to cryptographic attacks. On the basis of structure encryption algorithm IDEA [2] and Lai-Massey
scheme developed networks IDEA8-4 [5] and RFWKIDEA8-4 [10], consisting from four round function.
In the networks IDEA8-4 and RFWKIDEA8-4, similarly as in the Feistel network, in encryption and
decryption process using the same algorithm. In the networks used four round function having one
input and output blocks and as the round function can use any transformation.

As the round function networks IDEA4-2 [37], RFWKIDEA4-2 [7], PES4-2 [6], RFWKPES4-2 [18],
PES8-4 [38], RFWKPES8-4 [14] using the round function of the encryption algorithm GOST 28147-
89 created the encryption algorithm GOST28147-89-IDEA4-2 [15], GOST28147-89-RFWKIDEA4-2
[24], GOST28147-89-PES4-2 [23], GOST28147-89-RFWKPES4-2 [25], GOST28147-89-PES8-4 [30] and
GOST28147-89-RFWKPES8-4 [30].

In addition, by using SubBytes(), ShiftRows(), MixColumns() and AddRoundKey() transformations
of the encryption algorithm AES [3] as round functions of networks IDEA8-1 [10], RFWKIDEA8-1 [10],
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PES8-1 [4], RFWKPES8-1 [14], IDEA16-1 [8], RFWKIDEA16-1 [12], PES16-1 [17], RFWKPES16-
1 [19], IDEA32-1 [9], RFWKIDEA32-1 [35], PES32-1 [11], RFWKPES32-1 [13], RFWKIDEA16-2 [12],
IDEA16-2 [8], PES16-2 [17], RFWKPES16-2 [19], IDEA32-4 [9], RFWKIDEA32-4 [35], PES32-4 [11],
RFWKPES32-4 [13] created encryption algorithms AES-IDEA8-1 [32], AES-RFWKIDEA8-1 [34], AES-
PES8-1 [33], AES-RFWKPES8-1 [16], AES-IDEA16-1 [31], AES-RFWKIDEA16-1 [27], AES-PES16-
1 [29], AES-RFWKPES16-1 [29], AES-IDEA32-1 [20], AES-RFWKIDEA32-1 [28], AES-PES32-1 [21],
AES-RFWKPES32-1 [21], AES-IDEA16-2 [26], AES-RFWKIDEA16-2 [26], AES-PES16-2 [26], AES-
RFWKPES16-2 [26], AES-IDEA32-4 [22], AES-RFWKIDEA32-4 [22], AES-RFWKPES32-4 [36], AES-
PES32-4 [39].

In this paper, applying the round function of the encryption algorithm GOST 28147-89 as round func-
tions of the networks IDEA8-4 and RFWKIDEA8-4, developed new encryption algorithms GOST28147-
89-IDEA8-4 and GOST28147-89-RFWKIDEA8-4. In encryption algorithms GOST28147-89-IDEA8-4
and GOST28147-89-RFWKIDEA8-4 block length is 256 bits, the key length is changed from 256 bits to
1024 bits in increments of 128 bits and number of rounds equal to 8, 12, 16, allowing the user depending
on the degree of secrecy of information and speed of encryption to choose the number of rounds and
key length.

2 The Encryption Algorithm GOST28147-89-IDEA8-4

2.1 The Structure of the Encryption Algorithm GOST28147-89-IDEA8-4

In the encryption algorithm GOST28147-89-IDEA8-4 length of subblocks X0, X1, ..., X7, length of
round keys K12(i−1), K12(i−1)+1, ..., K12(i−1)+7, i = 1...n+ 1, K12(i−1)+8, K12(i−1)+9, ..., K12(i−1)+11,
i = 1...n and K12n+8, K12n+9, ..., K12n+23 are equal to 32-bits. In this encryption algorithm the round
function GOST 28147-89 is applied four time and in each round function used eight S-boxes, i.e. the
total number of S-boxes is 32. The structure of the encryption algorithm GOST28147-89-IDEA8-4 is
shown in Figure 1 and the S-boxes shown in Table 1.

Consider the round function of encryption algorithm GOST28147-89-IDEA8-4. First 32-bit sub-
blocks T 0, T 1, T 2, T 3 are summed round keys K12(i−1)+8, K12(i−1)+9, K12(i−1)+10, K12(i−1)+11 i.e.
S0=T 0+K12(i−1)+8, S1=T 1+K12(i−1)+9, S2=T 2+K12(i−1)+10, S3=T 3+K12(i−1)+11. 32-bit subblocks
S0, S1, S2, S3 divided into eight four-bit subblocks S0=s00||s01||...||s07, S1=s10||s11||...||s17, S2=s20||s21||...||s27,
S3=s30||s31||...||s37. Four bit subblocks s0i , s1i , s2i , s3i , i = 0...7 transformed into the S-boxes: R0

= S0(s00) || S1(s01) || ... || S7(s07), R1=S8(s10)||S9(s11)||...|| S15(s17), R2=S16(s20)||S17(s21)||...|| S23(s27),
R3=S24(s30)||S25(s31)||...|| S31(s37). The resulting 32-bit subblocks R0, R1, R2, R3 cyclically shifted left
by 11 bits and obtain subblocks Y0, Y1, Y2, Y3: Y0=R0<<11, Y1=R1<<11, Y2=R2<<11, Y3=R3<<11.

Consider the encryption process of encryption algorithm GOST28147-89-IDEA8-4. Initially the 256-
bit plaintext X partitioned into subblocks of 32-bits X0

0 , X1
0 , . . . , X7

0 , and performs the following
steps:

1) subblocks X0
0 , X1

0 , . . . , X7
0 summed by XOR with round key K12n+8, K12n+9, ..., K12n+15:

Xj
0 = Xj

0 ⊕K12n+8+j , j = 0...7.

2) subblocks X0
0 , X1

0 , . . . , X7
0 multiplied and summed with the round keys K12(i−1), K12(i−1)+1,

. . . , K12(i−1)+7 and calculated 32-bit subblocks T 0, T 1, T 2, T 3. This step can be represented
as follows: T 0 = (X0

i−1 · K12(i−1)) ⊕ (X4
i−1 + K12(i−1)+4), T 1 = (X1

i−1 + K12(i−1)+1) ⊕ (X5
i−1

· K12(i−1)+5), T 2 = (X2
i−1 · K12(i−1)+2) ⊕ (X6

i−1 + K12(i−1)+6), T 3 = (X3
i−1 + K12(i−1)+3) ⊕

(X7
i−1 · K12(i−1)+7),i = 1.

3) to subblocks T 0, T 1, T 2, T 3 applying the round function and get the 32-bit subblocks Y 0, Y 1,
Y 2, Y 3.
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Figure 1: The scheme of encryption algorithm GOST28147-89-IDEA8-4
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Table 1: The S-boxes of encryption algorithms
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4) subblocks Y 0, Y 1, Y 2, Y 3 are summed to XOR with subblocks X0
i−1, X1

i−1, X2
i−1, X3

i−1, i..
X0

i−1 = X0
i−1 ⊕ Y 3, X1

i−1 = X1
i−1 ⊕ Y 2, X2

i−1 = X2
i−1 ⊕ Y 1, X3

i−1 = X3
i−1 ⊕ Y 0, X4

i−1 = X4
i−1

⊕ Y 3, X5
i−1 = X5

i−1 ⊕ Y 2, X6
i−1 = X6

i−1 ⊕ Y 1, X7
i−1 = X7

i−1 ⊕ Y 0, i = 1.

5) at the end of the round subblocks swapped, i.., X0
i = X0

i−1, X7
i = X7

i−1, X1
i = X6

i−1, X2
i = X5

i−1,
X3

i = X4
i−1, X4

i = X3
i−1, X5

i = X2
i−1, X6

i = X1
i−1, i = 1.

6) repeating steps 2-5 n times, i.e., i = 2...n obtain 32-bit subblocks X0
n, X1

n, . . . , X7
n.

7) in output transformation round keys K12n, K12n+1, . . . , K12n+7 are multiplied and summed
into subblocks, i.e. X0

n+1 = Xj
n · K12n, X1

n+1 = X6
n + K12n+1, X2

n+1 = X5
n · K12n+2, X3

n+1 =
X4

n + K12n+3, X4
n+1 = X3

n + K12n+4, X5
n+1 = X2

n · K12n+5, X6
n+1 = X1

n + K12n+6, X7
n+1 =

X7
n ·K12n+7.

8) subblocks X0
n+1, X1

n+1, . . . , X7
n+1 are summed to XOR with the round key K12n+16, K12n+17,

. . . , K12n+23: Xj
n+1 = Xj

n+1 ⊕K12n+16+j , j = 0...7.

As ciphertext plaintext X receives the combined 32-bit subblocks X0
n+1||X1

n+1||...||X7
n+1.

In the encryption algorithm GOST28147-89-IDEA8-4 when encryption and decryption using the
same algorithm, only when decryption calculates the inverse of round keys depending on operations
and are applied in reverse order. One important goal of encryption is key generation.

2.2 Key Generation of the Encryption Algorithm GOST28147-89-IDEA8-4

In n-round encryption algorithm GOST28147-89-IDEA8-4 in each round used 12 round keys of 32 bits
and the output transformation of 8 round keys of 32 bits. In addition, prior to the first round and after
the output transformation is applied 8 round keys on 32 bits. The total number of 32-bit round keys is
equal to 12n+24. Hence, if n=8 then necessary 120, if n=12 then 168 and if n=16 then 216 to generate
round keys. In Figure 2 in encryption used encryption round keys Kc

i instead of Ki, while decryption
used decryption round keys Kd

i .
The key encryption algorithm K of length l (256 ≤ l ≤ 1024) bits is divided into 32-bit round

keys Kc
0, Kc

1,..., Kc
Lenght−1, Lenght = l/32, here K = {k0, k1, ..., kl−1}, Kc

0 = {k0, k1, ..., k31}, Kc
1 =

{k32, k33, ..., k63},..., Kc
Lenght−1 = {kl−32, kl−31, ..., kl−1} and K = Kc

0||Kc
1||...||Kc

Lenght−1. Then we
calculate KL = Kc

0 ⊕Kc
1 ⊕ ... ⊕Kc

Lenght−1. If KL = 0 then KL is chosen as 0xC5C31537, i.e. KL =

0xC5C31537. Round keys Kc
i , i = Lenght...12n+ 23 calculated as follows: Kc

i = SBox0(Kc
i−Lenght)

⊕ SBox1(RotWord32(Kc
i−Lenght+1)) ⊕ KL. After each round key generation the value KL is cyclic

shift to the left by 1 bit. Here RotWord32()-cyclic shift to the left of 1 bit of the 32-bit subblock,
SBox()convert 32-bit subblock in S-box and SBox0(A) = S0(a0)|| S1(a1)|| ...|| S7(a7), SBox1(A) =
S9(a0)|| S10(a1)|| ...|| S15(a7), A = a0|| a1|| ...|| a7 and ai-four-bit subblock, Si-i-th S-Box.

Decryption round keys are computed on the basis of encryption round keys and decryption round
keys of the first round associate with of encryption round keys as follows:

(Kd
0 ,K

d
1 ,K

d
2 ,K

d
3 ,K

d
4 ,K

d
5 ,K

d
6 ,K

d
7 ) = ((Kc

12n))
−1,−Kc

12n+1, (K
c
12n+2))

−1,−Kc
12n+3,−Kc

12n+4,

(Kc
12n+5))

−1,−Kc
12n+6, (K

c
12n+7))

−1,Kc
12(n−1)+8,K

c
12(n−1)+9,K

c
12(n−1)+10,K

c
12(n−1)+11)

Decryption round keys of the second, third and n-round associates with the encryption round keys
as follows:
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(Kd
12(i−1),K

d
12(i−1)+1,K

d
12(i−1)+2,K

d
12(i−1)+3,K

d
12(i−1)+4,K

d
12(i−1)+5,K

d
12(i−1)+6,K

d
12(i−1)+7,

Kd
12(i−1)+8,K

d
12(i−1)+9,K

d
12(i−1)+10,K

d
12(i−1)+11) =((Kc

12(n−i+1))
−1,−Kc

12(n−i+1)+6, (K
c
12(n−i+1)+5)−1,

−Kc
12(n−i+1)+4,−K

c
12(n−i+1)+3, (K

c
12(n−i+1)+2)−1,−Kc

12(n−i+1)+1, (K
c
12(n−i+1)+7)−1,Kc

12(n−i)+8,

Kc
12(n−i)+9,K

c
12(n−i)+10,K

c
12(n−i)+11), i = 2...n

Decryption keys output transformation associated with the encryption keys as follows:

(Kd
12n,K

d
12n+1,K

d
12n+2,K

d
12n+3,K

d
12n+4,K

d
12n+5,K

d
12n+6,K

d
12n+7) = ((Kc

0)−1,−Kc
1, (K

c
2)−1,−Kc

3,
−Kc

4, (K
c
5)−1,−Kc

6, (K
c
7)−1).

Decryption round keys applied to the first round and after the output transformation associated with
the encryption round keys as follows: Kd

12n+8+j = Kc
12n+16+j , K

d
12n+16+j = Kc

12n+8+j , j = 0...7.

3 The Encryption Algorithm GOST28147-89-RFWKIDEA8-4

3.1 The Structure of the Encryption Algorithm GOST28147-89-RFWKIDEA8-
4

In the encryption algorithm GOST28147-89-RFWKIDEA8-4 the length of subblocks X0, X1, ...,
X7, length of round keys K8(i−1), K8(i−1)+1, ..., K8(i−1)+7, i = 1...n+ 1, K8(i−1)+8, K8(i−1)+9, ...,
K8(i−1)+11, i = 1...n and K8n+8, K8n+9, ..., K8n+23 are equal to 32-bits. In this encryption algorithm
the round function GOST 28147-89 is applied four time and in each round function used eight S-boxes,
i.e. the total number of S-boxes is 32. The structure of the encryption algorithm GOST28147-89-
IDEA8-4 is shown in Figure 2 and the S-boxes shown in Table 1.

Consider the round function of encryption algorithm GOST28147-89-RFWKIDEA8-4. First 32-bit
subblocks T 0, T 1, T 2, T 3 divided into eight four-bit sub-blocks, i.e.
T 0=t00|| t01|| ...|| t07, T 1=t10|| t11|| ...|| t17, T 2=t20|| t21|| ...|| t27, T 3=t30|| t31|| ...|| t37.
The four bit subblocks t0i , t1i , t2i , t3i , i = 0...7 converted into the S-boxes: R0=S0(t00)|| S1(t01)|| ...||

S7(t07), R1=S8(t10)|| S9(t11)|| ...|| S15(t17), R2=S16(t20)|| S17(t11)|| ...|| S23(t27), R3=S24(t30)|| S25(t31)|| ...||
S31(t27). The resulting 32-bit subblocks R0, R1, R2, R3 cyclically shifted left by 11 bits and obtain
subblocks Y0, Y1, Y2, Y3: Y0=R0<<11, Y1=R1<<11, Y2=R2<<11, Y3=R3<<11.

Consider the encryption process of encryption algorithm GOST28147-89-RFWKIDEA8-4. Initially
the 256-bit plaintext X partitioned into subblocks of 32-bits X0

0 , X1
0 , . . . , X7

0 , and performs the following
steps:

1) Subblocks X0
0 , X1

0 , . . . , X7
0 summed by XOR with round key K8n+8, K8n+9, ..., K8n+15: Xj

0 =

Xj
0 ⊕K8n+8+j , j = 0...7.

2) Subblocks X0
0 , X1

0 , . . . , X7
0 multiplied and summed with the round keys K8(i−1), K8(i−1)+1,

. . . , K8(i−1)+7 and calculated 32-bit subblocks T 0, T 1, T 2, T 3. This step can be represented
as follows: T 0 = (X0

i−1 · K8(i−1)) ⊕ (X4
i−1 + K8(i−1)+4), T 1 = (X1

i−1 + K8(i−1)+1) ⊕ (X5
i−1 ·

K8(i−1)+5), T 2 = (X2
i−1 · K8(i−1)+2) ⊕ (X6

i−1 + K8(i−1)+6), T 3 = (X3
i−1 + K8(i−1)+3) ⊕ (X7

i−1 ·
K8(i−1)+7),i = 1.

3) To subblocks T 0, T 1, T 2, T 3 applying the round function and get the 32-bit subblocks Y 0, Y 1,
Y 2, Y 3.
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Figure 2: The scheme of encryption algorithm GOST28147-89-RFWKIDEA8-4
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4) Subblocks Y 0, Y 1, Y 2, Y 3 are summed to XOR with subblocks X0
i−1, X1

i−1, X2
i−1, X3

i−1, i..
X0

i−1 = X0
i−1 ⊕ Y 3, X1

i−1 = X1
i−1 ⊕ Y 2, X2

i−1 = X2
i−1 ⊕ Y 1, X3

i−1 = X3
i−1 ⊕ Y 0, X4

i−1 = X4
i−1

⊕ Y 3, X5
i−1 = X5

i−1 ⊕ Y 2, X6
i−1 = X6

i−1 ⊕ Y 1, X7
i−1 = X7

i−1 ⊕ Y 0, i = 1.

5) At the end of the round subblocks swapped, i.., X0
i = X0

i−1, X7
i = X7

i−1, X1
i = X6

i−1, X2
i = X5

i−1,
X3

i = X4
i−1, X4

i = X3
i−1, X5

i = X2
i−1, X6

i = X1
i−1, i = 1.

6) Repeating steps 2-5 n times, i.e., i = 2...n obtain 32-bit subblocks X0
n, X1

n, . . . , X7
n.

7) In output transformation round keys K8n, K8n+1, . . . , K8n+7 are multiplied and summed into
subblocks, i.e. X0

n+1 = Xj
n ·K8n, X1

n+1 = X6
n +K8n+1, X2

n+1 = X5
n ·K8n+2, X3

n+1 = X4
n +K8n+3,

X4
n+1 = X3

n +K8n+4, X5
n+1 = X2

n ·K8n+5, X6
n+1 = X1

n +K8n+6, X7
n+1 = X7

n ·K8n+7,

8) Subblocks X0
n+1, X1

n+1, . . . , X7
n+1 are summed to XOR with the round key K8n+16, K8n+17, . . . ,

K8n+23: Xj
n+1 = Xj

n+1 ⊕K8n+16+j , j = 0...7. As ciphertext plaintext X receives the combined
32-bit subblocks X0

n+1||X1
n+1||...||X7

n+1.

In the encryption algorithm GOST28147-89-RFWKIDEA8-4 when encryption and decryption using
the same algorithm, only when decryption calculates the inverse of round keys depending on operations
and are applied in reverse order. One important goal of encryption is key generation.

3.2 Key Generation of the Encryption Algorithm
GOST28147-89-RFWKIDEA8-4

In n-round encryption algorithm GOST28147-89-RFWKIDEA8-4 used in each round 8 round keys of
32 bits and the output transformation of 8 round keys of 32 bits. In addition, prior to the first round
and after the output transformation is applied 8 round keys on 32 bits. The total number of 32-bit
round keys is equal to 8n+24.

The key encryption algorithm K of length l (256 ≤ l ≤ 1024) bits is divided into 32-bit round
keys Kc

0, Kc
1,..., Kc

Lenght−1, Lenght = l/32, here K = {k0, k1, ..., kl−1}, Kc
0 = {k0, k1, ..., k31}, Kc

1 =
{k32, k33, ..., k63},..., Kc

Lenght−1 = {kl−32, kl−31, ..., kl−1} and K = Kc
0||Kc

1||...||Kc
Lenght−1. Then we

calculate KL = Kc
0 ⊕Kc

1 ⊕ ... ⊕Kc
Lenght−1. If KL = 0 then KL is chosen as 0xC5C31537, i.e. KL =

0xC5C31537. Round keys Kc
i , i = Lenght...8n+ 23 calculated as follows: Kc

i = SBox0(Kc
i−Lenght) ⊕

SBox1(RotWord32(Kc
i−Lenght+1)) ⊕ KL. After each round key generation the value KL is cyclic shift

to the left by 1 bit.
Decryption round keys are computed on the basis of encryption round keys and decryption round

keys of the first round associate with of encryption round keys as follows:

(Kd
0 ,K

d
1 ,K

d
2 ,K

d
3 ,K

d
4 ,K

d
5 ,K

d
6 ,K

d
7 ) =((Kc

8n))
−1,−Kc

8n+1, (K
c
8n+2))

−1,−Kc
8n+3,

−Kc
8n+4, (K

c
8n+5))

−1,−Kc
8n+6, (K

c
8n+7))

−1)

Decryption round keys of the second, third and n-round associates with the encryption round keys
as follows:

(Kd
8(i−1),K

d
8(i−1)+1,K

d
8(i−1)+2,K

d
8(i−1)+3,K

d
8(i−1)+4,K

d
8(i−1)+5,K

d
8(i−1)+6,K

d
8(i−1)+7) =

((Kc
8(n−i+1))

−1,−Kc
8(n−i+1)+6, (K

c
8(n−i+1)+5)−1,−Kc

8(n−i+1)+4,−K
c
8(n−i+1)+3, (K

c
8(n−i+1)+2)−1,

−Kc
8(n−i+1)+1, (K

c
8(n−i+1)+7)−1), i = 2...n

Decryption keys output transformation associated with the encryption keys as follows:
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(Kd
8n,K

d
8n+1,K

d
8n+2,K

d
8n+3,K

d
8n+4,K

d
8n+5,K

d
8n+6,K

d
8n+7) = ((Kc

0)−1,−Kc
1, (K

c
2)−1,−Kc

3,
−Kc

4, (K
c
5)−1,−Kc

6, (K
c
7)−1).

Decryption round keys applied to the first round and after the output transformation associated with
the encryption round keys as follows: Kd

8n+8+j = Kc
8n+16+j , K

d
8n+16+j = Kc

8n+8+j , j = 0...7.

4 Results

As a result of this study built a new block encryption algorithms called GOST28147-89-IDEA8-4 and
GOST28147-89-RFWKIDEA8-4. This algorithm is based on a networks IDEA16-2 and RFWKIDEA16-
2 using the round function of GOST 28147-89. Length of block encryption algorithm is 256 bits, the
number of rounds and key lengths is variable. Wherein the user depending on the degree of secrecy of
the information and speed of encryption can select the number of rounds and key length.

It is known, that the S-box encryption algorithm GOST 28147-89 are secret and used as a long-
term key. following Table 2 summarizes options openly declared S-box such as: deg -degree of alge-
braic nonlinearity; NL -nonlinearity; λ -resistance to linear cryptanalysis; δ-resistance to differential
cryptanalysis; SAC-strict avalanche criterion; BIC-bit independence criterion.To S-Box was resistant to
cryptanalysis it is necessary that the values deg and NL were large, and the values λ , δ , SAC and
BIC small. In block cipher algorithms GOST28147-89-IDEA8-4 and GOST28147-89-RFWKIDEA8-4
for all S-boxes, the following equation:deg = 3 , NL = 4 , λ = 0.5, δ = 3/8, SAC=2, BIC=4, i.e.
resistance is not lower than the algorithm GOST28147-89. These S-boxes are created based on Nyberg
construction [40].

Table 2: Parameters of the S-boxes encryption algorithm GOST 28147-89

To the encryption algorithm applied linear cryptanalysis. Attack on 4-round GOST28147-89-IDEA8-
4 has a data complexity of 283 chosen plaintexts and on 4-round GOST28147-89-RFWKIDEA8-4 has
a data complexity of 275 chosen plaintexts.

5 Conclusions

In this way, built a new block encryption algorithms called GOST28147-89-IDEA8-4 and GOST28147-
89-RFWKIDEA8-4 based on networks IDEA8-4 and RFWKIDEA8-4 using the round function of GOST
28147-89. Installed that the resistance offered by the author block cipher algorithm not lower than the
resistance of the algorithm GOST 28147-89.
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Abstract

Fully homomorphic encryption (FHE) allows anyone to perform computations on encrypted data, despite
not having the secret decryption key. Since the Gentry’s work in 2009, FHE has become a hot topic. In this
paper, we would like to stress that any computations performed on encrypted data are constrained intrinsically
to the underlying domain (finite fields or rings). This restriction makes the primitive useless for the computations
involving common arithmetic expressions and relational expressions, because of the incompatibility of numerical
computation with underlying encoding transformation over finite domains. We want to reaffirm that cryptography
uses modular arithmetic a lot in order to obscure and dissipate redundancies in plaintext, not to perform any
numerical calculations. Thus FHE will be of little importance to client-server computing or cloud computing.

Keywords: Client-server Computing; Common Arithmetic; Encryption Domain; Fully Homomorphic Encryption;
Modular Arithmetic

1 Introduction

Homomorphic encryption introduced by Rivest, Adleman and Dertouzos [29] in 1978, is a useful cryptographic
primitive because it can translate an operation on the ciphertexts into an operation on the corresponding plaintexts.
The property is useful for some applications, such as e-voting, watermarking and secret sharing schemes. For example,
if an additively homomorphic encryption is used in an e-voting scheme, one can obtain an encryption of the sum of
all ballots from their encryption. Consequently, it becomes possible that a single decryption will reveal the result of
the election. That is to say, it is unnecessary to decrypt all ciphertexts one by one.

Homomorphic encryption schemes supporting either addition or multiplication operations (but not both) had been
intensively studied, e.g., Goldwasser-Micali encryption [20], ElGamal encryption [14], and Paillier encryption [8,
28]. A fully homomorphic encryption (FHE) is defined as a scheme which allows anyone to perform arbitrarily
computations on encrypted data, despite not having the secret decryption key. In 2009, Gentry [15] proposed a FHE
scheme over ideal lattices, which is capable of evaluating some functions in the encrypted domain. Since then, the
primitive has interested many researchers. The Gentry encryption [15] is a fully homomorphic encryption scheme,
which makes it possible to evaluate some functions in the encrypted domain. After that, some new FHE schemes
appeared.

At Eurocrypt’10, Gentry, Halevi and Vaikuntanathan [19] proposed a FHE scheme based on the Learning With
Error (LWE) problem. In 2010, van Dijk, et al. [31] constructed a simple FHE scheme using only elementary modular
arithmetic. At Crypto’11, a FHE scheme working over integers with shorter public keys and a FHE scheme based
on ring-LWE were presented by Coron et al. [13], Brakerski and Vaikuntanathan [5], separately. At FOCS’11, a
FHE scheme based on standard LWE by Brakerski and Vaikuntanathan [4, 6], and a FHE scheme using depth-3
arithmetic circuits by Gentry and Halevi [16], have interested many audiences. In 2012, Brakerski, Gentry and
Vaikuntanathan [3] designed a leveled FHE scheme without bootstrapping. At Eurocrypt’13, Cheon, et al. [11]
investigated the problem of batching FHE schemes over integers. In 2013, Brakerski, Gentry and Halevi [2] discussed
the problem of packing ciphertexts in LWE-based homomorphic encryption.

In 2015, Castagnos and Laguillaumie [10] proposed a linearly homomorphic encryption scheme whose security
relies on the hardness of the decisional Diffie-Hellman problem. Recently, Cheon and Kim [12] introduced a hybrid
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homomorphic encryption which combines public-key encryption and somewhat homomorphic encryption in order to
reduce the storage requirements for some applications.

FHE makes it possible to enable secure storage and computation on the cloud. However, current homomorphic
encryption schemes are still inefficient. For example, key generation in Gentry’s FHE scheme takes from 2.5 seconds
to 2.2 hours [17]. A recent implementation required 36 hours for a homomorphic evaluation of AES [18]. One of the
most remarkable things about these implementations is that the computations did not involve common arithmetic
expressions and relational expressions. The works [1, 21, 25, 26, 30, 32] discussed the possible applications of
FHE. Some outsourcing schemes [7, 9, 22, 23, 24] using homomorphic properties were flawed because of neglecting
incompatibility of numerical computations with the arithmetic of underlying finite domains.

In this paper, we want to stress that any computations performed on encrypted data are constrained to the
underlying domain (finite fields or rings). This restriction makes the primitive useless for most computations in-
volving common arithmetic expressions, logical expressions and relational expressions, because the incompatibility
of numerical computation with underlying encoding transformation over finite domains. It is only applicable to
the computations related to modular arithmetic. Some researchers have neglected the differences between common
arithmetic and modular arithmetic, and falsely claimed that FHE enables arbitrary computations on encrypted data.
We here reaffirm that cryptography uses modular arithmetic a lot in order to obscure and dissipate the redundancies
in plaintext, not to perform any numerical calculations.

We revisit Dijk-Gentry-Halevi-Vaikuntanathan FHE scheme [31] and Nuida-Kurosawa FHE scheme [27] under the
client-server computing model. The former encrypts bit by bit. The latter works over the underlying domain ZQ,
where Q is a prime. We find that in Dijk-Gentry-Halevi-Vaikuntanathan scheme the server can not decide the carries
by the encrypted data, and in Nuida-Kurosawa scheme it is impossible to find an invertible transformation T from
any practical floating point number system to the field ZQ. Therefore, in both schemes the server can not return
right values to the client even though the server is asked to help to evaluate the simple function f(x, y) = x+ y.

In view of the limitations mentioned above, we believe it might be an overstated claim that FHE is of great
importance to cloud computing. To the best of our knowledge, it is the first time to practically discuss the applications
of FHE schemes in client-server computing scenario.

2 The Real Goal of Using Modular Arithmetic in Cryptography

Any calculation needs an describing expression, which consists of variables, constants and operators. There are three
kinds of expressions: arithmetic expressions, logical expressions and relational expressions. Arithmetic operators
include addition (+), substraction (−), multiplication (∗), division (/), integer-division (\), modulus (Mod), and so
on.

Like common arithmetic, modular arithmetic is commutative, associative, and distributive. Suppose that a, b are
in the decryption domain Zp where p is a prime, E(·) is a fully homomorphic encryption algorithm, and D(·) is the
corresponding decryption algorithm. Then it has the following properties.

D(E(a) + E(b)) = D(E(a+ b)) = a+ b mod p

D(E(a) · E(b)) = D(E(ab)) = ab mod p.

Generally,

a+ b 6= (a+ b mod p), ab 6= (ab mod p)

a < b 6=⇒ E(a) < E(b), E(a) < E(b) 6=⇒ a < b

We here want to stress that cryptography uses modular arithmetic a lot, because it can obscure the relationship
between the plaintext and the ciphertext, and dissipate the redundancy of the plaintext by spreading it out over the
ciphertext. It is well known that confusion and diffusion are the two basic techniques for obscuring the redundancies
in a plaintext message. They could frustrate attempts to study the ciphertext looking for redundancies and statistical
patterns. Practically speaking, the real goal of using modular arithmetic in cryptography is to obscure and dissipate
the redundancies in plaintext, not to perform any numerical calculations.

To see this, we will have a close look at two typical FHE schemes proposed by Dijk et al. [31], Nuida and
Kurosawa [27]. The former encrypts bit by bit. The underlying domain for the latter is ZQ, where Q is a prime.
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3 Dijk-Gentry-Halevi-Vaikuntanathan FHE Scheme

3.1 Description

At Eurocrypt 2010, Dijk et al. [31] constructed an FHE scheme. For convenience, we here only describe the symmetric
version of the Dijk-Gentry-Halevi-Vaikuntanathan FHE scheme as follows.

KeyGen(λ): For a security parameter λ, pick an odd number p ∈ [2λ−1, 2λ) and set it as the secret key.

Encrypt(p,m): Given a bit m ∈ {0, 1}, compute the ciphertext as

c = pq + 2r +m

where the integers q, r are chosen at random in some other prescribed intervals, such that 2r is smaller than
p/2 in absolute value.

Decrypt(p, c): m = (c mod p) mod 2.

Additively homomorphic property: If c1 = pq1 + 2r1 +m1 and c2 = pq2 + 2r2 +m2, then

m1 +m2 = (c1 + c2 mod p) mod 2.

Multiplicatively homomorphic property: If c1 = pq1 + 2r1 +m1 and c2 = pq2 + 2r2 +m2, then

m1 ·m2 = (c1 · c2 mod p) mod 2.

Notice that these homomorphic properties hold only on the condition that computations are constrained to the
prescribed modulus p, 2. This restriction makes the scheme impossible to deal with any numerical calculations
without knowing the modulus p.

3.2 An Example

Suppose that one client sets p = 7919 as his secret key. He has two numbers a = 5, b = 3, and wants a server to help
him to compute c = a+ b. Now, he encrypts two numbers a and b as follows (see Table 1).

Table 1: Ciphertexts of 5 and 3 w.r.t. the secret key 7919

a = 5 1 0 1
7919× 1325 + 2× 57 + 1 7919× 3168 + 2× 49 + 0 7919× 5247 + 2× 63 + 1

10492790 25087490 41551120

b = 3 1 1
7919× 5538 + 2× 85 + 1 7919× 6214 + 2× 74 + 1

43855593 49208815

The client sends two ciphertexts

10492790 , 25087490 , 41551120︸ ︷︷ ︸
x

and 43855593 , 49208815︸ ︷︷ ︸
y

to a server and asks the server to compute the function

f(x, y) = x+ y.

Hence, the server may return the values

10492790 , 68943083 , 90759935

to the client. Thus, the client decrypts the returned values as follows

(10492790 mod p) mod 2 = 1,

(68943083 mod p) mod 2 = 1,

(90759935 mod p) mod 2 = 0,

and obtains the number (110)2 = 6, not the right number 8. See the following Table 2 for the process.
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Table 2: An example for Dijk-Gentry-Halevi-Vaikuntanathan FHE scheme

Client Server
Input: p = 7919, f(x, y) = x+ y

a = 5, b = 3

Encryption: 3→ 43855593 , 49208815︸ ︷︷ ︸
y

,

5→ 10492790 , 25087490 , 41551120︸ ︷︷ ︸
x

.

x,y−−→
ĉ←−− f(x, y) = 10492790 , 68943083 , 90759935︸ ︷︷ ︸

ĉ

Decryption: ĉ→ 1 , 1 , 0︸ ︷︷ ︸
c

3.3 Wrong Output

What’s wrong with the above process? The returned values miss all carries because the server can not decide the
carries by the encrypted data.

One might argue that the client himself can construct a Boolean circuit which contains the carries and send the
circuit to the server. For example, Prof. Boaz Tsaban (in personal communications) explained that:

In adding two k-bit number, any output bit (out of the k+1 bits of the sum) is a concrete, known boolean
function of the 2k input bits. Thus, the server may apply the k + 1 functions to the 2k encrypted
input bits, and the result can be sent to the client. The decryption will be correct, by the homomorphic
property.

The argument is unacceptable because the client is assumed to be of weak computational capability. If the client
can construct such a Boolean circuit, then he can directly evaluate the circuit, instead of asking a server to help him
to evaluate it.

4 Nuida-Kurosawa FHE Scheme

In Dijk-Gentry-Halevi-Vaikuntanathan FHE scheme, the message space is Z2. The scheme is very inefficient because
it has to generate 256 or more bits in order to mask one bit. At Eurocrypt 2015, Nuida and Kurosawa [27] extended
the scheme to the message space ZQ where Q is any prime. We here only describe the symmetric version of Nuida-
Kurosawa FHE scheme as follows.

4.1 Description

KeyGen(λ): For a security parameter λ, pick an odd number p ∈ [2λ−1, 2λ) and a prime Q. Set p as the secret key
(Q is published).

Encrypt(p,m): Given a message m ∈ ZQ, compute the ciphertext as

c = pq +Qr +m

where the integers q, r are chosen at random in some other prescribed intervals, such that Qr is smaller than
p/2 in absolute value.

Decrypt(p, c): m = (c mod p) mod Q.

Additively Homomorphic Property: If c1 = pq1 +Qr1 +m1 and c2 = pq2 +Qr2 +m2, then

m1 +m2 = (c1 + c2 mod p) mod Q.

Multiplicatively Homomorphic Property: If c1 = pq1 +Qr1 +m1 and c2 = pq2 +Qr2 +m2, then

m1 ·m2 = (c1 · c2 mod p) mod Q.
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4.2 An Example

Suppose that one client sets p = 22801763489 as his secret key and sets Q = 15485863. He has two numbers a = 0.1,
b = 2.3, and wants a server to help him to compute c = a+ b.

First, he has to transform a = 0.1, b = 2.3 into integers ā, b̄ such that ā, b̄ ∈ ZQ. Denote the transformation by T .

Second, he encrypts ā, b̄ and obtains the corresponding ciphertexts â, b̂. Third, he sends â, b̂ to a server. The server
then takes â, b̂ as the inputs of the function f(x, y) = x+ y. Finally, the server returns ĉ = f(â, b̂) to the client. See
the following Table 3 for the process.

Table 3: An example for Nuida-Kurosawa FHE scheme

Client Server
Input: p = 22801763489, Q = 15485863; f(x, y) = x+ y

a = 0.1, b = 2.3
Encoding transformation T :

a→ ā, b→ b̄ such that ā, b̄ ∈ ZQ.

Encryption: ā→ â, b̄→ b̂.
â,b̂−−→
ĉ←−− Computation f(â, b̂)→ ĉ

Decryption: ĉ→ c̄
Inverse Transformation T −1: c̄→ c.

4.3 Incompatibility of Numerical Computation with Underlying Encoding Transfor-
mation over Finite Domains

What’s wrong with the above process? It is impossible to find an invertible encoding transformation from any
practical floating point number system to the field ZQ.

Note that most encryption algorithms must run over some finite domains. One has to transform all inputting
characters into integers in the domain. That means an invertible encoding transformation is necessary for any
encryption scheme. This requirement is so obvious that it is often neglected.

This condition is easily satisfied if all inputting characters are indeed viewed as characters. But when some
inputting characters are viewed as floating point numbers and they are used for some arithmetic computations, it
is impossible to find such a universal invertible encoding transformation that maps any floating point number to an
integer in a prescribed finite domain.

Table 4: A part of ASCII encoding table

character ASCII code character ASCII code
0 48 6 54
1 49 7 55
2 50 8 56
3 51 9 57
4 52 · 250
5 53

We here describe a possible encryption-decryption process for the floating point numbers 0.1 and 2.3. The ASCII
encoding method will map 0.1, 2.3 to two integers in the field Z15485863.

If a server performs the operator of addition on the encrypted data, â, b̂, then it gives

ĉ = â+ b̂ = 73329650721664392 + 147988712393689577 = 221318363115353969.

The server returns the value to the client. The client will obtain

c̄ = (221318363115353969 mod p) mod Q = 6550628.

Notice that

6550628 = 99× 2562 + 244× 256 + 100
T −1

−−−→ 99 244 100 .
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Table 5: A possible encryption-decryption process for the floating point numbers 0.1 and 2.3

a = 0.1
ASCII−−−−−→ 48 250 49

T−−→ ā = 48× 2562 + 250× 256 + 49 = 3209777
q=3215964,r=13−−−−−−−−−−−→

â = 73329650721664392
mod p, mod Q−−−−−−−−−→ ā = 3209777

T −1

−−−→ 48 250 49
ASCII−−−−−→ 0.1

b = 2.3
ASCII−−−−−→ 50 250 51

T−−→ b̄ = 50× 2562 + 250× 256 + 51 = 3340851
q=6490231,r=9−−−−−−−−−−→

b̂ = 147988712393689577
mod p, mod Q−−−−−−−−−→ b̄ = 3340851

T −1

−−−→ 50 250 51
ASCII−−−−−→ 2.3

It does not correspond to the wanted number 2.4 when ASCII encoding method is used.

5 The Inherent Drawback

Cloud computing refers to the practice of transferring computer services such as computation or data storage to
other redundant offsite locations available on the Internet, which allows application software to be operated using
internet-enabled devices. It benefits one from the existing technologies and paradigms, even though he is short of
deep knowledge about or expertise with them. The cloud aims to cut costs, and helps the users focus on their core
business instead of being impeded by IT obstacles. Usually, cloud computing adopts the client-server business model.

What computations do you want to outsource privately? Backup your phone’s contacts directory to the cloud?
Ask the cloud to solve a mathematic problem in your homework? Do a private web search? · · · . It seems obvious
that the daily computational tasks are rarely constrained by some prescribed modulus. Moreover, the client-server
computing model can not deal with relational expressions which are defined over plain data, not over encrypted data.
This is because

a < b 6=⇒ E(a) < E(b), E(a) < E(b) 6=⇒ a < b.

In view of this drawback of FHE and the flaws of two typical schemes mentioned above, we think FHE seems
inappropriate for cloud computing.

The problem that what computations are worth delegating privately by individuals and companies to untrusted
devices or servers remains untouched. We think the cloud computing community has not yet found a good for-profit
model convincing individuals to pay for this or that computational service.

6 Conclusion

We reaffirm the role of modular arithmetic in modern cryptography and show that FHE is inappropriate for cloud
computing because any FHE scheme does work over some finite domains which leads to the incompatibility of
numerical computation with underlying encoding transformation. When two decrypted number are added, one cannot
decide the carries without knowing the secret decryption key. Moreover, there is no an invertible transformation from
any practical floating point number system to the encryption domain which makes it impossible to tackle numerical
calculations. We think the primitive of FHE might be of little importance to client-server computing scenario.
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Abstract

Cryptography considered from the old science that are human learn it and motivated it through all past years,
Cryptography consist of two main items encryption and decryption, encryption mean we take the plain text and
convert it a new text can’t be read and can’t be understood by any one, except the recipient. Through the
motivations of technology and using the internet in all human fields, Cryptography was become widely used over
many people and transportation data protocols, so encryption using the famous algorithms isolated was considered
a high risk and date are not safe or can’t away from hackers. So now, in this paper we will introduce a new hybrid
technique for Cryptography using two algorithms (AES and Blowfish). This new technique gathering between
symmetric and a symmetric encryption. This Combination of using symmetric and a symmetric technique will
give us the high security and everyone have his private key that can be used for decryption process by many people
at the same time. This technique has also benefit for making hashing for Key by using MD5 hashing function that
will make hashing the key in encryption process and make the same process in decryption. This will increase the
security of the key plus increasing security using hybrid cryptography. Finally, we will have cipher text cannot
be decrypted except by the recipient.

Keywords: AES; Blowfish; Cryptography; Decryption; DES; Encryption; Hybrid Cryptography

1 Introduction

Security was become the main issue that face every body that using internet in their daily work, security can be
achieved through five main categories Authentication, Confidentiality and Integrity as illustrated in Figure 1 [5, 9, 16].

• Authentication: mean that unauthorized user cannot access your site or your network.

• Authorization: only authentication user was allowed to access information.

• Integrity: Check that the date was transmit doesn’t have any modification in its way to receiver, and this data
still valid.

• Audit: is a systematic evaluation of the information security.

• Availability is best ensured by rigorously maintaining information or data.

There are some terms must be introduced about cryptography such as the following and it shown in Figure 2 [24]:

• Plain text: is the text message that someone want to encrypt it and send it to another body, and be sure that
no one can read it except the recipient.

• Key: this is the main item that must be known between the sender or receiver message, and if any other one
know it all message encrypted by this key will be hacking in very easy way. There are two types of key Public
and Private key, public key can make encryption and decryption in some algorithms and in other algorithms
there are a privet key that can decrypt message with specific key only.

• Encryption algorithm: the used algorithm to make encryption process, and there are many worked algorithms
that are symmetric and a symmetric that user can choose from them.
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Figure 1: Security factors

• Cipher text: the result of encryption algorithm after applying specific cryptography algorithm for encryption
over plain text.

• Decryption: this process concerned with return cipher text to its main form or to the main plain text again.

Figure 2: Cryptography process

• Symmetric key: can be named as privet key cryptography, this technique use private key and only one key for
cryptography algorithm, in other way encryption and decryption done using one key, and this key must know
only by sender and receiver [10, 17]. The main famous algorithms that use this technique Data Encryption
Standard (DES) and Advanced Encryption Standard (AES).

• A symmetric key: can be named as public key cryptography, this technique need special keys to doing the
cryptography process and there are common algorithms that use this technique as RSA and Elliptic Curve
Cryptography (ECC) [1].

There are some advantages and disadvantages for using a symmetric rather than symmetric cipher as following:
the main most advantage of asymmetric over symmetric is that no secret channel is necessary for the exchange of
the public key. The receiver needs only to be assured of the authenticity of the public key [7]. Symmetric ciphers
require a secret channel to send the secret key generated by sender and send to receiver to use it later, Asymmetric
ciphers also create lesser key-management problems than symmetric ciphers [15]. Only the second keys are needed
for n entities to communicate securely with one another. Disadvantage of asymmetric ciphers over symmetric ciphers
is that they tend to be slower than symmetric cryptography. Another disadvantage is that symmetric ciphers can be
hacked through a multi trying attack, in which all possible keys are used until one of them succeeded to decrypt the
cipher text.
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In addition, by motivation in technology and the abilities of server this process will not take a long time until hacker
will get the right key, and decrypt the text in easy way.MD5 (technically called MD5 Message-Digest Algorithm) is a
cryptographic hash function whose main purpose is to verify that a file has been unaltered [19]. Instead of confirming
that two sets of data are identical by comparing the raw data, MD5 does this by producing a checksum on both sets,
and then comparing the checksums to verify that they’re the same. MD5 has certain flaws and so it isn’t useful for
advanced encryption applications, but it’s perfectly acceptable to use it for standard file verifications [8].

In this paper, we will introduce a new hybrid technique for Cryptography using two algorithms (AES and Blowfish).
This new technique gathering between symmetric and a symmetric encryption. This Combination of using symmetric
and a symmetric technique will give us the high security and everyone have his private key that can be used for
decryption process by many people at the same time. This technique has also benefit for making hashing for Key
by using MD5 hashing function that will make hashing the key in encryption process and make the same process in
decryption. This will increase the security of the key plus increasing security using hybrid cryptography. Finally, we
will have cipher text cannot be decrypted except the recipient.

This paper will be organized as following: first, this paper will be showing the previous or similar worked hybrid
cryptography technique, next section will present the new or the proposed hybrid cryptography technique. Next
section will present the results of comparison between the following cryptography algorithms DES, AES, Blowfish
and presented hybrid technique (AES-Blowfish) and last section will introduce the conclusion of this paper.

2 Related Works

2.1 (Subasree) Cryptography Architecture

As shown in Figure 3, there are a plain text in the above of architecture, it encrypted by ECC, and the result
encrypted or cypher text is transmit through secured channel [6]. Simultaneously, MD5 was used to hash the plain
text, which already encrypted using ECC. In the same time hash value was encrypted using DUAL RSA, and then
transmit it to the destination. When applying this Cryptography Architecture, the plain text cannot been extracted
in easy way, as you think, because the Hash value was encrypted with DUAL RSA and calculated with MD5 [4].
However, this technique is complex but if any person has the private key, he can decrypt the cipher text in easy way.

Figure 3: (Subasree) Security architecture

2.2 (Dubal) Cryptography Architecture

As shown in Figure 4, the plain text is encrypted with key by using ECDH [12, 13, 21]. The used algorithm is DUAL
RSA, this algorithm takes the main information and also take key to produce the cipher text, and also use the digital
signature to increase security and increase authentication that was produced by the following algorithm ECDSA.

In the same time of encryption, MD5 hash value was used for producing the cipher text, then the transmission
channel should be used to transmit the new encrypted cipher text. On the other side, decryption will be making
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Figure 4: (Dubal) Security architecture

by doing the following steps, hash value should be trusted and checked first and decryption will be making by using
DUAL RSA [14]. Hence, the plaintext can be derived. In this protocol, the intruder may be trapped by both the
encryption by the DUAL RSA with the key of ECDH algorithm. Although using of the following algorithms DUAL
RSA and ECDH the security should be increased but still there are a big problem with the private key [2], if it was
hacked.

2.3 Hybrid Cryptography Protocol (HCP)

This algorithm contains from two phases encryption and decryption phase; this paper will present the different steps
in every phase with more details as following [18, 20].

2.3.1 Encryption Phase

As Figure 5 shown that the plain text was divided into number of block, each block consists of 128 bits, then
every block will be divided for two parts, every part will be encrypted with different algorithm, first block will be
encrypted using (AES and ECC) hybrid encryption algorithm, second block will be encrypted using XOR-DUAL
RSA algorithm.

ECC used for protection of the secret key, and according to the mathematical problem, ECC can be solved by not
making sub exponential but with doing fully exponential, also ECC needs smaller key size and less memory size.

On the other side DUAL RSA are used for making fast encryption and decryption, which DUAL RSA was
considered faster four times than standard RSA. Another point must be taken in consideration that XOR Encryption
algorithm is one of a symmetric algorithm. This means that the same key is used for both encryption and decryption.

2.3.2 Decryption Phase

As presented below in Figure 6, the encrypted or cipher text will be divided into number of n blocks, each block as
encryption phase will be consist of 128 bits. Then each block will be divided to two parts, now we have two cipher
text, the hash value of every block will be compared to check if the text is hacked or there are any corruption of
data, after check succeeded decryption algorithm will go through as shown in Figure 6 [22].

3 The Proposed Hybrid Cryptography

The proposed hybrid cryptography consist of two phasing one for encryption & the second for decryption, and it will
be presented as following:
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Figure 5: Encryption phase

Figure 6: Decryption phase



I.J. of Electronics and Information Engineering, Vol.8, No.1, PP.40-48, Mar. 2018 (DOI: 10.6636/IJEIE.201803.8(1).05) 45

Encryption Phase: As shown in the below Figure 7, the plain text was divided to n blocks and each block will
be divided to two parts one part will be encrypted using (AES) and other by blowfish, next the result of two
algorithms will be concatenated and create one text for first block and so on until finished all blocks, in the
same time the key used will be hashed using MD5 and used the hash result as key for encryption in AES &
Blowfish algorithms.

Figure 7: Encryption phase

Decryption Phase: as shown in Figure 8, the cipher text will be dived also to n block and the key will be hashed
again to be used in decryption process, after that each block will be dived to two parts, first one will be
decrypted using AES with hashed Key, and the second will be decrypted using blowfish algorithm with hashed
key.

Figure 8: Decryption phase
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4 Numerical Results

A. The size of the cipher text As shown below in Table I output of the encryption process. This table shows the
size of the encrypted or cipher text in bytes.

B. Time of Encryption and Decryption Processes As shown in Tables 2 & 3 the time for encryption and decryption
process for three different techniques.

C. Throughput To calculate the throughput, we used the Encryption time as the following equation: Throughput
= size of cipher text / time taken in encryption. Table 4 shows the throughput result of the proposed hybrid
cryptography technique compared with the existing algorithms (DES & AES) for different sizes of plain text [3,
11].

Table 1: Size of cipher text (bytes)

Size of plain text (bytes) DES AES AES & Blowfish AES & RSA
112 141 141 356 378
2305 2654 2630 3007 3790
7894 8301 8505 10147 11103

153422 153783 153845 158607 168302

Table 2: Time of encryption (ms)

Size of plain text (bytes) DES AES AES & Blowfish AES & RSA
112 2070 2073 4389 4876
2305 3986 3994 5883 5994
7894 14981 15107 33900 34101

153422 106781 106792 194527 201305

Table 3: Time of decryption (ms)

Size of plain text (bytes) DES AES AES & Blowfish AES & RSA
112 1034 1034 3278 3497
2305 1675 1675 2634 3012
7894 1534 1534 12641 13501

153422 2246 2246 103314 103987

Table 4: Throughput

Size of plain text (bytes) DES AES AES & Blowfish AES & RSA
112 68.115 68.017 81.111 77.522
2305 665.830 658.487 511.133 632.298
7894 554.101 562.984 299.321 325.591

153422 1478.085 1440.604 815.346 836.054
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5 Conclusion

In this paper, we introduced a new hybrid technique for Cryptography using two algorithms (AES and Blowfish).
This new technique gathering between symmetric and a symmetric encryption. This Combination of using symmetric
and a symmetric technique will give us the high security and everyone have his private key that can be used for
decryption process by many people at the same time. This technique has also benefit for making hashing for Key
by using MD5 hashing function that will make hashing the key in encryption process and make the same process in
decryption. This will increase the security of the key plus increasing security using hybrid cryptography. Finally we
will have cipher text cannot be decrypted except by the recipient.
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Abstract

In modern as well as ancient ciphers of public key cryptography, substitution boxes find a
permanent seat. Generation and cryptanalysis of 4-bit as well as 8-bit crypto S-boxes is of utmost
importance in modern cryptography. In this paper, a detailed review of cryptographic properties of
S-boxes has been illustrated. The generation of crypto S-boxes with 4-bit as well as 8-bit Boolean
functions (BFs) and Polynomials over Galois field GF (pq) has also been of keen interest of this
paper. The detailed analysis and comparison of generated 4-bit and 8-bit S-boxes with 4-bit as well
as 8-bit S-boxes of Data Encryption Standard (DES) and Advance Encryption Standard (AES)
respectively, has incorporated with example. Detailed analysis of generated S-boxes claims a better
result than DES and AES in view of security of crypto S-boxes.

Keywords: Boolean Functions; Finite Fields; Galois Fields; Polynomials; S-Box; Strict Avalanche
Criterion; Substitution Box

1 Introduction

Substitution box or S-box in block ciphers is of utmost importance in public key cryptography from
the initial days. A 4-bit S-box has been defined as a box of (24 =) 16 elements varies from 0 to F
in hex, arranged in a random manner as used in Data Encryption Standard or DES [2, 30, 116, 117].
Similarly for 8 bit S-box, number of elements are 28 or 256 varies from 0 to 255 as used in Advance
Encryption Standard or AES [27, 103]. So the construction of S-boxes is a major issue in cryptology
from initial days. Use of Irreducible Polynomials to construct S-boxes had already been adopted by
crypto community. But the study of IPs has been limited to almost binary Galois field GF (2q) as
used in AES S-boxes [27, 103]. So it is important to study 4-bit BFs, 8-bit BFs and polynomials over
Galois Field GF (pq) where p¿2 in public key cryptography. A brief literature study on Security in
cryptography and polynomials has been elaborated in sec.2.

A 4-bit Boolean Function (BF) gives 1-bit output for 4 input bits [2]. represented in the form of
a 16-bit output (column) vector. The Truth Table of a 4-bit BF has been represented by a 16-bit
output vector each of whose bit is an output bit corresponding to 16 possibilities of 4-bit sequential
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inputs from ’0000’ to ’1111’. The 16 rows of the 4-bit sequential inputs, each bit at the same column
position comprises of 16 bits and thereby four 16-bit columns provide four 4-bit input vectors which
are common for all 4-bit BFs. Since there are 16 output bits so there are 216 (=65536) different
possibilities whose decimal equivalent vary between 0 and 65535 [2]. Hence, 4-bit BFs have four 16-bit
input vectors and 65536 possible 16-bit output vectors. Where an 8-bit BF gives 1-bit output for 8
input bits [27]. represented in the form of a 256-bit output (column) vector. The Truth Table of a
8-bit BF is represented by a 256-bit output vector each of whose bit is an output bit corresponding
to 256 possibilities of 8-bit sequential inputs from ’00000000’ to ’11111111’. The 256 rows of the 8-bit
sequential inputs, each bit at the same column position comprises of 256 bits and thereby eight 256-bit
columns provide eight 8-bit input vectors which are common for all 8-bit BFs. The 256 output bits,
there are 2256 different possibilities whose decimal equivalent vary between 0 and 2256-1 [103]. Hence,
8-bit BFs have eight 256 bit long 8-bit input vectors and 2256 possible 256-bit output vectors. Hence
for generation and security analysis of 4-bit or 8-bit S-boxes it is an urgent need to study cryptographic
properties of S-boxes as well as security of S-boxes with 4-bit or 8-bit BFs. In other words a 4-bit S-box
can be represented by a four valued 4-bit BF. If the 1st bit of the 4 output bits is taken sequentially for
each element of the 16 elements of an S-box, one gets the 1st BF; 2nd sequence of output bit, the 2nd
BF; 3rd sequence of output bit, the 3rd BF and 4th sequence of output bit, the 4th BF [2] respectively.
Some cryptographic properties and security analysis of 4-bit S-boxes such as Output Bit Independence
Criterion (BIC) of 4-bit S-boxes, SAC of 4-bit S-boxes, Higher order SAC of 4-bit S-boxes, Extended
SAC of 4-bit S-boxes, Linear Cryptanalysis of 4-bit S-boxes, Differential Cryptanalysis of 4-bit S-boxes,
and Differential Cryptanalysis with 4-bit BFs of 4-bit S-boxes as well as Linear Approximation Analysis
of 4-bit S-boxes has been reported below in brief.

A 4-bit S-box consists of four 4-bit BFs. In Output Bit Independence Criterion or BIC the difference
or xored BFs of all two possible 4-bit BFs of the concerned S-box has been taken under consideration.
If all 6 difference 4-bit BFs have been balanced then the criterion has been satisfied for the concerned
S-box. Since all 6 difference 4-bit BFs have been balanced so the prediction of a bit value to be one or
zero is in at most uncertainty [2].

In Strict Avalanche Criterion, 4 IPVs of a 4-bit BF has been complemented one at a time. If in
complemented four 4-bit BFs 8 bit values has been changed and 8 bit values remains same then the
4-bit BF has been said to satisfy Strict Avalanche Criterion of 4-bit BFs [2, 3]. Complementing 4th
IPV means interchanging each distinct 8 bit halves of a 4-bit Output BF, whereas complementing 3rd
IPV means interchanging each distinct 4 bit halves of each distinct 8 bit halves, whereas complementing
2nd IPV means interchanging each distinct 2 bit halves of each distinct 4 bit halves of each distinct 8
bit halves and complementing 1st IPV means interchanging each bit of all distinct 2-bit halves of a 16
bit long 4-bit BF. In this paper this shifting property has been used to construct an algorithm of SAC
of 4-bit BFs. Another new algorithm with flip of index bits has also been introduced in this paper. If
all four 4-bit BFs of a 4-bit S-box satisfy SAC for 4-bit BFs then the concerned S-box has been said to
satisfy SAC of 4-bit S-boxes [2, 3].

In Higher Order Strict Avalanche Criterion (HO-SAC) of 4-bit BFs four IPVs of a 4-bit S-box have
been complemented two or three at a time [14]. If in complemented ten 4-bit BFs 8 bit values has been
changed and 8 bit values remains same then the 4-bit BF has been said to satisfy HO-SAC of 4-bit
BFs. A detailed review of old as well as two new algorithms with previous shift method and flip of
index bits method has been introduced in this paper in Subsection 3.3. of Section 3. In this Paper a
detailed review of a new algorithm entitled Extended HO-SAC has been introduced in which four IPVs
have been complemented at a time.

In Differential Cryptanalysis of 4-bit crypto S-boxes the 16 distant input S-boxes have been obtained
by xor operation with each of 16 input differences varies from 0 to F in hex to all 16 elements of input
S-box one at a time. The 16 distant S-boxes have been obtained by shuffling the elements of the original
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S-box in a certain order in which the elements of the input S-boxes have been shuffled in concerned
distant input S-boxes. The 16 elements of each S-box and the elements in corresponding position of
corresponding distant S-box has been xored to obtain the Difference S-box. The Difference S-box may
or may not be a Crypto S-box since it may not have all unique and distinct elements in it. The count of
each element from 0 to F in Difference S-box have been noted and put in Difference Distribution Table
(DDT) for security analysis of the S-box [47, 48].

In this paper a review of the new algorithm using 4-bit BFs for Differential Cryptanalysis of 4-bit
crypto S-boxes have been reviewed. An input S-box can be decomposed into four 4-bit Input Vectors
(IPVs) with Decimal Equivalents 255 for 4th IPV, 3855 for 3rd IPV, 13107 for 2nd IPV, and 21845
for 1st IPV respectively. Now we complement all IPVs one, two, three and four at a time to obtain 16
4-bit Distant input S-boxes. Each of four Output BFs is shifted according to the Shift of four IPVs of
input S-boxes to form four IPVs of Distant input S-boxes to obtain Distant S-boxes. The four 4-bit
output BFs of S-boxes are xored bitwise with four 4-bit BFs of Distant S-boxes to obtain four 4-bit
Difference BFs. For 16 Distant Output S-boxes there are 64 Difference BFs. Difference BFs are checked
for balanced-ness i.e. for at most uncertainty. The Table in which the balanced-nesses of 64 Difference
BFs have been noted has been called as Differential Analysis Table (DAT).

In Linear Cryptanalysis of 4-bit crypto S-boxes, every 4-bit linear relations have been tested for a
particular 4-bit crypto S-box. The presence of each 4-bit unique linear relation is checked by satisfaction
of each of them for all 16, 4-bit unique input bit patterns and corresponding 4-bit output bit patterns,
generated from the index of each element and each element respectively of that particular crypto S-box.
If they are satisfied 8 times out of 16 operations for all 4-bit unique input bit patterns and corresponding
4-bit output bit patterns, then the existence of the 4-bit linear equation is at a stake. The probability of
presence and absence of a 4-bit linear relation both are (= 8/16) 1

2 . If a 4-bit linear equation is satisfied
0 times then it can be concluded that the given 4-bit linear relation is absent for that particular 4-
bit crypto S-box. If a 4-bit linear equation is satisfied 16 times then it can also be concluded that
the given 4-bit linear relation is present for that particular 4-bit crypto S-box. In both the cases full
information is adverted to the cryptanalysts. The concept of probability bias was introduced to predict
the randomization ability of that 4-bit S-box from the probability of presence or absence of unique
4-bit linear relations. The result is better for cryptanalysts if the probability of presence or absences of
unique 4-bit linear equations are far away from 1

2 or near to 0 or 1. If the probabilities of presence or
absence of all unique 4-bit linear relations are 1

2 or close to 1
2 , then the 4-bit crypto S-box has been said

to be linear cryptanalysis immune, since the existence of maximum 4-bit linear relations for that 4-bit
crypto S-box is hard to predict [47, 48]. Heys also introduced the concept of Linear Approximation
Table (LAT) in which the numbers of times, each 4-bit unique linear relation have been satisfied for
all 16, unique 4-bit input bit patterns and corresponding 4-bit output bit patterns of a crypto S-box
have been noted. The result is better for a cryptanalysts if the numbers of 8s in the table are less. If
numbers of 8s are much more than the other numbers in the table then the 4-bit crypto S-box has been
said to be more linear cryptanalysis immune [47, 48].

In another look an input S-box can be decomposed into four 4-bit Input Vectors (IPVs) with Decimal
Equivalents 255 for 4th IPV, 3855 for 3rd IPV, 13107 for 2nd IPV, and 21845 for 1st IPV respectively.
The S-box can also be decomposed into 4, 4-bit Output BFs (OPBFs). Each IPV can be denoted as
a input variable of a linear relation and OPBF as a output variable and ’+’ as xor operation. Linear
relations have been checked for satisfaction and 16-bit output variables (OPVs) due to linear relations
have been checked for balanced-ness. Balanced OPVs indicates, out of 16 bits of IPVs and OPBFs,
8 bits satisfies the linear relation and 8 bits is out of satisfaction, i.e. best uncertainty. 256 4-bit
linear relations have been operated on 4, 16-bit IPVs and 4, 16-bit OPBFs and 256 OPVs have been
generated. The count of number of 1s in OPVs have been put in Linear Approximation Table or LAT.
Better the number of 8s in LAT, better the S-box security [47, 48].
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In this paper, a detailed review of a new technique to find the existing Linear Relations or Linear
Approximations for a particular 4-bit S-box has been reviewed. If the nonlinear part of the ANF
equation of a 4-bit output BF is absent or calculated to be 0 then the equation is termed as a Linear
Relation or Approximation. Searching for number of existing linear relations through this method is
ended up with number of existing linear relations. I.e. the goal to conclude the security of a 4-bit
crypto S-box has been attended in a very lucid manner by this method.

Polynomials over Finite field or Galois field GF (pq) have been of utmost importance in Public Key
Cryptography [14]. The polynomials over Galois field GF (pq) with degree q have been termed as Basic
Polynomials or BPs over Galois field GF (pq) and Polynomials with degree ¡q have been termed as
Elemental Polynomials or EPs over Galois field GF (pq) [113]. The EPs over Galois field GF (pq) with
only constant terms have been termed as Constant Polynomials or CPs over Galois field GF (pq). The
BPs over Finite field or Galois field GF (pq) that cannot be factored into at least two non-constant EPs
have been termed as Irreducible polynomials or IPs over Finite field or Galois field GF (pq) and the rest
have been termed as Reducible polynomials or RPs over Finite field or Galois field GF (pq) [113]. The
polynomials over Galois field GF (pq) with coefficient of the highest degree term as 1 have been termed
as monic polynomials over Galois field GF (pq) and rest have been termed as non-monic Polynomials
over Galois field GF (pq) [113].

q bit crypto Substitution box or S-box have 2q elements in an array where each element is unique and
distinct and arranged in a random fashion varies from 0 to 2q. Polynomials over Galois field GF (pq)
have been termed as binary polynomials if p = 2. The binary number that has been constructed with
binary coefficients of all q values with q = 0 at LSB and q = q at MSB has been termed as binary
Coefficient Number or BCN of q+1 bits. The Binary Coefficient Number or BCN over Galois field
GF (pq) has been similar with log 2q+1 bit BFs. The log 2q+1 bit S-boxes have been generated using
log 2q+1 bit BCNs. In this paper crypto 4 and 8 bit S-boxes have been generated using BCNs and the
procedure has been continued as a future scope to generate 16 and 32 bit S-boxes. The non-repeated
coefficients of BPs over Galois field GF (pq), where p = 2 (log 2q+1) and q = p-1 have been used to
generate log 2q+1 bit S-boxes. In this paper proper 4 and 8 bit S-boxes have been generated using
BCNs and the procedure has been continued as a future scope to generate 16 and 32 bit S-boxes. In
this paper polynomials over Galois Field GF (pq) and roll of IPs to construct substitution boxes have
been reviewed in Subsection 3.1 and respectively of section.3. The generation of 4 and 8 bit S-boxes
using BCNs have been elaborated in subsec 3.2 of Section 3. The generation of 4-bit and 8-bit S-boxes
with coefficients of non-binary Galois Field polynomials has been depicted in Subsection 3.3 of Section 3.
The cryptographic and security analysis of 32 DES 4-bit S-boxes has been given in Subsection 3.4 of
Section 3. Detailed cryptographic and security analysis of generated 10 4-bit S-boxes with discussed
crypto related cryptographic properties and security criterion have also been given in Subsection 3.4. of
Section 3. Results have been discussed in Result and Discussion section in Subsection 3.5 of Section 3.
Concluding remarks, Acknowledgement and Reference has been given in Sections 4, 5 and 6 respectively.

Key Terminology and Definitions.

Substitution box (S-box). Substitution boxes have often been used in encryption and decryption
algorithms or ciphers of public key cryptography. It consists of values from 0 to F for 4-bit S-
boxes arranged in a random manner. It has been used for nonlinear substitution of plaintext or
cipher-text bit stream.

Irreducible Polynomials (IPs). Basic Polynomials (BPs) with Factors of constant polynomials and
BP itself has been termed as Irreducible Polynomials.

Finite Fields or Galois field GF (pq). A Field with finite number of elements has been termed as
finite fields. P has been termed as prime modulus of the field and q has been termed as extension
of the field.
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2 Literature Survey

In this section an exhaustive relevant literature survey with their specific references has been introduced
to crypto literature. in subsec 2.1. the relevant topic has been cryptography and cryptology, in subsec
2.2. the topic has been Linear Cryptanalysis, in subsec 2.3 the topic has been Differential Cryptanalysis,
in subsec 2.4 the topic has been cryptanalysis of stream ciphers and in subsec 2.5. the relevant topic
has been Strict Avalanche Criterion (SAC) of substitution boxes. At last a literature study on IPs and
primitive polynomials have been given in Subsection 2.6.

2.1 Cryptography and Cryptology

In End of Twentieth Century a Bible of Cryptography had been introduced [69]. The various concepts
involved in cryptography and also some information on cryptanalysis had been provided to Crypto-
community in late nineties [90], a simplified version of DES, that has the architecture of DES but has
much lesser rounds and much lesser bits had also been proposed at the same time. The cipher has also
been better for educational purposes [88]. Later in early twenty first century an organized pathway
towards learning how to cryptanalyze had been charted [92]. Almost at the same time a new cipher as
a candidate for the new AES, main concepts and issues involve in block cipher design and cryptanalysis
had also been proposed [91] that is also a measure of cipher strength. A vital preliminary introduction
to cryptanalysis has also been introduced to cryptanalysts [70]. At the same time somewhat similar
notion as [70] but uses a more descriptive approach and focused on linear cryptanalysis and differential
cryptanalysis of a given SPN cipher had been elaborated [58]. Particularly, it discusses DES-like ciphers
that had been extended with it [94]. Comparison of modes of operations such as CBC, CFB, OFB and
ECB had also been elaborated [77].

A new cipher called Camelia had been introduced with its cryptanalysis technique to demonstrate the
strength of the cipher [53]. History of Commercial Computer Cryptography and classical ciphers and
the effect of cryptography on society had also been introduced in this queue [99]. The requirements of
a good cryptosystem and cryptanalysis had also been demonstrated later [59]. Description of the new
AES by Rijndael, Provides good insight into many creative cryptographic techniques that increases
cipher strength had been included in literature. A bit later a highly mathematical path to explain
cryptologic concepts had also been introduced [35], investigation of the security of Ron Rivest’s DESX
construction, a cheaper alternative to Triple DES had been elaborated [55].

A nice provision to an encyclopedic look at the design, analysis and applications of cryptographic
techniques had been depicted later [115] and last but not the least a good explanation on why cryptog-
raphy has been hard and the issues which cryptographers have to consider in designing ciphers had been
elaborated [93]. Simplified Data Encryption Standard or S-DES is an educational algorithm similar to
Data Encryption Standard (DES) but with much smaller Parameters [76]. The technique to analyze S-
DES using linear cryptanalysis and differential cryptanalysis had been of interest of crypto-community
later [76]. The encryption and decryption algorithm or cipher of twofish algorithm had been introduced
to crypto community and a cryptanalysis of the said cipher had also been elaborated in subject to be
a part of Advance Encryption Algorithm proposals [89].

2.2 Some Old and Recent References on Linear Cryptanalysis

The cryptanalysis technique to 4-bit crypto S-boxes using linear relations among four, 4-bit input
Vectors (IPVs) and four, output 4-bit Boolean Functions (OPBFs) of a 4-bit S-box have been termed
as linear cryptanalysis of 4-bit crypto S-boxes [47, 48]. Another technique to analyze the security of a
4-bit crypto S-box using all possible differences had also been termed as Differential Cryptanalysis of
4-bit crypto S-boxes [47, 48]. The search for best characteristic in linear cryptanalysis and the maximal
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weight path in a directed graph and correspondence between them had also been elaborated with proper
example [20]. It had also been proposed that the use of correlation matrix as a natural representation to
understand and describe the mechanism of linear cryptanalysis [26]. It was also formalized the method
described in [65] and showed that at the structural level, linear cryptanalysis has been very similar to
differential cryptanalysis. It was also used for further exploration into linear cryptanalysis [17]. It had
also been provided with a generalization of linear cryptanalysis and suggests that IDEA and SAFER
K-64 have been secure against such generalization [45]. It had been surveyed to the use of multiple
linear approximations in cryptanalysis to improve efficiency and to reduce the amount of data required
for cryptanalysis in certain circumstances [50]. Cryptanalysis of DES cipher with linear relations [65]
and the improved version of the said cryptanalysis [65] with 12 Computers had also been reported
later [66]. The description of an implementation of Matsui’s linear cryptanalysis of DES with strong
emphasis on efficiency had also been reported [49].

In early days of this century the cryptanalytic attack based on multiple Linear Approximations to
AES candidate Serpent had also been reported [23]. Later a technique to prove security bounds against
Linear and Differential cryptanalytic attack using Mixed-Integer Linear Programming (MILP) had also
been elaborated [71]. Later to this on the strength of two variants of reduced round lightweight block
cipher SIMON-32 and SIMON-48 had been tested against Linear Cryptanalysis and had been presented
the optimum possible results [1]. Almost at the same time The strength of another light weight block
ciphers SIMECK had been tested against Linear Cryptanalysis [10]. The fault analysis of light weight
block cipher SPECK and Linear Cryptanalysis with zero statistical correlation among plaintext and
respective cipher text of reduced round lightweight block cipher SIMON to test its strength had also
been introduced in recent past [111].

2.3 Some Old and Recent References on Differential Cryptanalysis

The design of a Feistel cipher with at least 5 rounds that has been resistant to differential cryptanalysis
had been reported to crypto community [21]. The exploration of the possibility of defeating differential
cryptanalysis by designing S-boxes with equiprobable output XORs using bent functions had been
reported once [4]. The description of some design criteria for creating good S-boxes that are immune
to differential cryptanalysis and these criteria are based on information theoretic concepts had been
reported later [28]. It had been Introduced that the differential cryptanalysis on a reduced round
variant of DES [14] and broke a variety of ciphers, the fastest break being of two-pass Snefru [15]
and also described the cryptanalysis of the full 16-round DES using an improved version [14, 16].
It had been shown that there have been DES-like iterated ciphers that does not yield to differential
cryptanalysis [75] and also introduced the concept of Markov ciphers and explained its significance in
differential cryptanalysis. It had also been Investigated that the security of iterated block ciphers shows
how to and when an r-round cipher is not vulnerable to attacks [58].

It had also been proposed that eight round Twofish can be attacked and investigated the role of key
dependent S-boxes in differential cryptanalysis [73]. It had been on the same line with [4] but proposed
that the input variables be increased and that the S-box be balanced to increase resistance towards
both differential and linear cryptanalysis [112]. Early in this century in previous decade estimation
of probability of block ciphers against Linear and Differential cryptanalytic attack had been reported.
Later a new Algebraic and statistical technique of Cryptanalysis against block cipher PRESENT-128 had
been reported [82]. Almost 3 year later a new technique entitled Impossible Differential Cryptanalysis
had also been reported [18]. A detailed Comparative study of DES based on the strength of Data
Encryption (DES) Standard against Linear and Differential Cryptanalysis had been reported later [80].
At last Constraints of Programming Models of Chosen Key Differential Cryptanalysis had been reported
to crypto community [39].
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2.4 Linear and Differential Cryptanalysis of Stream Ciphers

In late 20th century a stepping stone of the Differential-Linear cryptanalysis method that is a very effi-
cient method against DES had also been grounded [46]. The relationship between linear and differential
cryptanalysis and present classes of ciphers which are resistant towards these attacks had also been elab-
orated [103]. Description of statistical cryptanalysis of DES, a combination and improvement of both
linear and differential cryptanalysis with suggestion of the linearity of S-boxes have not been very im-
portant had been depicted [100]. Later in 21st century description of analysis with multiple expressions
and differential-linear cryptanalysis with experimental results of an implementation of differential-linear
cryptanalysis with multiple expressions applied to DES variants had also been proposed [40]. At the
same time the attack on 7 and 8 round Rijndael using the Square method with a related-key attack
that can break 9 rounds Rijndael with 256 bit keys had been described [32].

In Late or almost end of 20th century the strength of stream ciphers have been tested against
Differential Cryptanalytic attack [29]. Later the strength of them had also been tested against Lin-
ear Cryptanalytic attack [41]. A separate method of linear cryptanalytic attack had been reported
once [102]. At least 6 years later The strength of stream cipher Helix had been tested against Differen-
tial Cryptanalytic attack [72]. Later the strength of stream ciphers Py, Py6, and Pypy had also been
tested again Differential Cryptanalytic attack [109]. Recently the test of strength of stream cipher ZUC
against Differential Cryptanalytic attack had also been reported to crypto community [110].

2.5 Strict Avalanche Criterion (SAC) of S-boxes

In beginning Strict Avalanche Criterion of 4-bit Boolean Functions and Bit Independence Criterion of
4-bit S-boxes had been introduced [107] and Design of Good S-boxes based on these criteria had also
been reported later [3]. In end of 20th century the construction of secured S-boxes to satisfy Strict
Avalanche Criterion of S-boxes had been reported with ease [56]. The test of 4-bit Boolean Functions
to satisfy higher order strict Avalanche Criterion (HOSAC) have had also been illustrated [86]. In early
twenty first century the analysis methods to Strict Avalanche Criterion (SAC) had been reported. A new
approach to test degree of suitability of S-boxes in modern block ciphers had been introduced to crypto-
community [61]. 16! 4-bit S-boxes had also been tested for optimum linear equivalent classes later [85].
The strength of several block ciphers against several Cryptanalytic attacks had been tested and reported
later [7]. Recently the Key dependent S-boxes and simple algorithms to generate key dependent S-boxes
had been reported [54]. An efficient cryptographic S-box design using soft computing algorithms have
had also been reported [6]. In recent past the cellular automata had been used to construct good
S-boxes [67].

2.6 Polynomials

In early Twentieth Century Radolf Church initiated the search for irreducible polynomials over Galois
Field GF (pq) for p = 2, 3, 5 and 7 and for p = 2, q = 1 through 11, for p =3, q = 1 through 7, for p
= 5, q = 1 through 4 and for p = 7, q = 1 through 3 respectively. A manual polynomial multiplication
among respected EPs gives RPs in the said Galois field. All RPs have been cancelled from the list of
BPs to give IPs over the said Galois field GF (pq) [22]. Later the necessary condition for a BP to be an
IPs had been generalized to Even 2 characteristics. It had also been applied to RPs and gives Irreducible
factors mod 2 [101]. Next to it Elementary Techniques to compute over finite Fields or Galois Field
GF (pq) had been descried with proper modifications [11]. In next the factorization of Polynomials over
Galois Field GF (pq) had been elaborated [12]. Later appropriate coding techniques of Polynomials over
Galois Field GF (pq) had been illustrated with example [52].
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The previous idea of factorizing Polynomials over Galois Field GF (pq) [12] had also been extended to
Large value of P or Large Finite fields [13]. Later Few Probabilistic Algorithms to find IPs over Galois
Field GF (pq) for degree q had been elaborated with example [76]. Later Factorization of multivariate
polynomials over Galois fields GF(p) had also been introduced to mathematics community [60]. With
that the separation of irreducible factors of BPs [12] had also been introduced later [68]. Next to it
the factorization of BPs with Generalized Reimann Hypothesis (GRH) had also been elaborated [8].
Later a Probabilistic Algorithm to find irreducible factors of Basic bivariate Polynomials over Galois
Field GF (pq) had also been illustrated [104]. Later the conjectural Deterministic algorithm to find
primitive elements and relevant primitive polynomials over binary Galois Field GF(2) had been intro-
duced [84]. Some new algorithms to find IPs over Galois Field GF(p) had also been introduced at
the same time [97]. Another use of Generalized Reimann Hypothesis (GRH) to determine irreducible
factors in a deterministic manner and also for multiplicative subgroups had been introduced later [83].
The table binary equivalents of binary primitive polynomials had been illustrated in literature [114].
The method to find roots of primitive polynomials over binary Galois field GF(2) had been introduced
to mathematical community [98]. A method to search for IPs in a Random manner and factorization of
BPs or to find irreducible factors of BPs in a random fashion had been introduced later [34]. After that
a new variant of Rabin’s algorithm [79] had been introduced with probabilistic analysis of BPs with no
irreducible factors [36]. Later a factorization of univariate Polynomials over Galois Field GF(p) in sub
quadratic execution time had also been notified [51]. Later a deterministic algorithm to factorize IPs
over one variable had also been introduced [9].

An algorithm to factorize bivariate polynomials over Galois Field GF(p) with hensel lifting had also
been notified [37]. Next to it an algorithm had also been introduced to find factor of Irreducible and
almost primitive polynomials over Galois Field GF(2) [19]. Later a deterministic algorithm to factorize
polynomials over Galois Field GF(p) to distinct degree factors had also been notified [38]. A detailed
study of multiples and products of univariate primitive polynomials over binary Galois Field GF(2) had
also been done [62]. Later algorithm to find optimal IPs over extended binary Galois Field GF(2m) [95]
and a deterministic algorithm to determine Pascal Polynomials over Galois Field GF(2) [33] had been
added to literature. Later the search of IPs and primitive polynomials over binary Galois Field GF(2)
had also been done successfully [96]. At the same time the square free polynomials had also been
factorized [81] where a work on divisibility of trinomials by IPs over binary Galois Field GF(2) [57]
had also been notified. Later a probabilistic algorithm to factor polynomials over finite fields had
been introduced [44]. An explicit factorization to obtain irreducible factors to obtain for cyclotomic
polynomials over Galois Field GF (pq) had also been reported later [106].

A fast randomized algorithm to obtain IPs over a certain Galois Field GF (pq) had been notified [24].
A deterministic algorithm to obtain factors of a polynomial over Galois field GF (pq) had also been
notified at the same time [64]. A review of construction of IPs over finite fields and algorithms to
Factor polynomials over finite fields had been reported to literature [43, 74]. An algorithm to search
for primitive polynomials had also been notified at the same time [105]. The residue of division of BPs
by IPs must be 1 and this reported to literature a bit later [113]. The IPs with several coefficients of
different categories had been illustrated in literature a bit later [42]. The use of zeta function to factor
polynomials over finite fields had been notified later on [78] At last Integer polynomials had also been
described with examples [108].

3 S-box Generation

In this section polynomials over Galois Field GF (pq) and roll of IPs to construct substitution boxes have
been reviewed in Subsection 3.1 of section.3. The generation of 4 and 8 bit S-boxes using BCNs have
been elaborated in subsec 3.2 of Section 3. The generation of 4-bit and 8-bit S-boxes with Coefficients of
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non-binary Galois Field Polynomials has been depicted in Subsection 3.3 of Section 3. The cryptographic
and security analysis of 32 DES 4-bit S-boxes has been given in Subsection 3.4 of Section 3. Detailed
cryptographic and security analysis of generated 10 4-bit crypto S-boxes with discussed crypto related
cryptographic properties and security criterion have also been given in Subsection 3.4. of Section 3.
Results have been discussed in Result and Discussion section in Subsection 3.5 of Section 3.

3.1 Polynomials over Galois Field GF (pq) and Log 2q+1 Bit S-boxes

In this section the Subsection 3.1.1. has been devoted to a small review of Polynomials. The Subsec-
tion 3.1.2. has been of utmost importance since in it a four bit crypto or proper S-box has been defined
in brief. At last in Subsection 3.1.3. The equation among 215 Galois field Polynomials and a 4-bit
crypto S-box has been elaborated in details.

3.1.1 Polynomials over Galois Field GF (pq)

Polynomials over Galois field GF (pq) have been of utmost importance in cryptographic applications.
Polynomials with degree q have been termed as Basic Polynomials over Galois field GF (pq) and Poly-
nomials with degree less than q have been termed as Elemental Polynomials over Galois field GF (pq).
Polynomials with leading coefficient as 1 have been termed as Monic Polynomials irrespective of BPs
and EPs over Galois field GF (pq). An example, of the said criteria have been described as follows, the
Example of Basic Polynomial or BP over Galois field GF (pq) has been given below,

BP (x) = coqx
q + coq−1x

q−1 + coq−1x
q−2 + · · ·+ co2x

2 + co1x
1 + a0. (1)

In Equation (1), BP(x) has been represented as Basic Polynomial or BP over Galois field GF (pq) since
the highest degree term of the said polynomial over Galois field GF (pq) has been q. The BP has been
called as a Monic BP over Galois field GF (pq) if coq = 1. The number of Terms in a BP over Galois field
GF (pq) has been (q+1). The number of possible values of a particular coefficient coq, where 0 ≤ p ≤ q
has been from 0 to p, i.e. (p + 1). If the value of q has been < q then The polynomial over Galois
field GF (pq) has been termed as Elemental Polynomial or EPs over Galois field GF (pq). If a BP or EP
contains only constant term then the polynomial has been termed as Constant Polynomial or CP over
Galois field GF (pq). If a BP over Galois field GF (pq) can be factored into two non-constant EPs then
the BP can be termed as Reducible Polynomials or RPs over Galois field GF (pq). If the two factor of
a BP over Galois field GF (pq) have been the BP itself and a constant Polynomial or CP then The BP
have been said as an Irreducible Polynomial or IP over Galois field GF (pq).

3.1.2 4-bit Crypto S-boxes

A 4-bit crypto S-box can be written as Follows, where the each element of the first row of Table 1,
entitled as index, are the position of each element of the S-box within the given S-box and the elements
of the 2nd row, entitled as S-box, are the elements of the given Substitution box. It can be concluded
that the 1st row is fixed for all possible crypto S-boxes. The values of each element of the 1st row are
distinct, unique and vary between 0 and F. The values of the each element of the 2nd row of a crypto
S-box have also been distinct and unique and also vary between 0 and F. The values of the elements
of the fixed 1st row are sequential and monotonically increasing where for the 2nd row they can be
sequential or partly sequential or non- sequential. Here the given Substitution Box is the 1st 4-bit
S-box of the 1st S-box out of 8 of Data Encryption Standard [2, 116, 117].
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Table 1: 4-bit crypto S-box

Row Column 1 2 3 4 5 6 7 8 9 A B C D E F G
1 Index 0 1 2 3 4 5 6 7 8 9 A B C D E F
2 S-box E 4 D 1 2 F B 8 3 A 6 C 5 9 0 7

3.1.3 Relation Between 4-bit S-boxes and Polynomials over Galois field GF (215)

Index of Each element of a 4-bit crypto S-box and the element itself is a hexadecimal number and that
can be converted into a 4-bit bit sequence. From row 2 through 5 and row 7 through A of each column
from 1 through G of Table 2. shows the 4-bit bit sequences of the corresponding hexadecimal numbers
of the index of each element of the given S-box and each element of the S-box itself. Each row from 2
through 5 and 7 through A from column 1 through G constitutes a 16 bit, bit sequence that is a Basic
Polynomial or BP over Galois field GF (215). column 1 through G of Row 2 has been termed as 4th
IGFP, Row 3 has been termed as 3rd IGFP, Row 4 has been termed as 2nd IGFP and Row 5 has been
termed as IGFP whereas column 1 through G of Row 7 has been termed as 4th OGFP, Row 8 has
been termed as 3rd OGFP, Row 9 has been termed as 2nd OGFP and Row A has been termed as 1st
OGFP. The decimal equivalents of each IGFP and OGFP have been noted at column H of respective
rows. Here IGFP stands for Input Galois Field Polynomial and OGFP stands for Output Galois Field
Polynomials. The respective Polynomials have been shown in Row 1 through 8 of column 3 of Table 3.

Table 2: Input and Output BCNs of the Substitution Box

3.2 4 and 8 Bits S-box Generation by Respective BCNs over Binary Galois
Field GF (2q) where q (15 and 255) Respectively

In this paper 4 and 8 bit identity S-boxes have been taken for example for generation of 4 and 8 bit S-
boxes over binary Galois Fields GF (2q) where q ∈ (15 and 255) respectively. The generation of identity
4-bit S-box from four BCNs over binary Galois Field GF (215) have been elaborated in Subsection 3.2.1
and The generation of identity 8-bit S-box from Eight BCNs over Binary Galois Field GF (2255) have
been elaborated in Subsection 3.2.2. The Algorithm for generation of log 2q+1 bit S-boxes over Binary
Galois Field GF (2q) has been depicted with Time Complexity of the algorithm in Subsection 3.2.3.
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Table 3: Respective Polynomials of IGFP4 through IGFP1 and OGFP4 through OGFP1

3.2.1 Generation of 4-bit Identity Crypto S-box from Four Polynomials over Binary
Galois Field GF (215)

The Concerned 4-bit identity S-box has been shown in Table 4 where each element of the first row of
Table 4, entitled as index, have been the position of each element of the S-box within the given S-box
and the elements of the 2nd row, entitled as S-box, are the elements of the given identity Substitution
box. It can be concluded that the 1st row has been fixed for all possible crypto S-boxes. The values
of each element of the 1st row are distinct, unique and vary between 0 and F. The values of the each
element of the 2nd row of the identity crypto S-box have also been distinct and unique and also vary
between 0 and F. The values of the elements of the fixed 1st row are sequential and monotonically
increasing where for the 2nd row, they are also sequential and monotonically increasing for this identity
S-box. Here the given Substitution Box is the 4-bit identity crypto S-box.

Table 4: 4-bit Identity Crypto S-box

Index of Each element of a 4-bit crypto S-box and the element itself is a hexadecimal number and
that can be converted into a 4-bit bit sequence. From row 2 through 5 and row 7 through A of each
column from 1 through G of Table 5. shows the 4-bit bit sequences of the corresponding hexadecimal
numbers of the index of each element of the given S-box and each element of the S-box itself. Each row
from 2 through 5 and 7 through A from column 1 through G constitutes a 16 bit, bit sequence that
is a Basic Polynomial over Galois field GF (215). column 1 through G of Row 2 has been termed as
4th IGFP, Row 3 has been termed as 3rd IGFP, Row 4 has been termed as 2nd IGFP and Row 5 has
been termed as IGFP whereas column 1 through G of Row 7 has been termed as 4th OGFP, Row 8 has
been termed as 3rd OGFP, Row 9 has been termed as 2nd OGFP and Row A has been termed as 1st
OGFP. The decimal equivalents of each IGFP and OGFP have been noted at column H of respective
rows. Where IGFP stands for Input Galois Field Polynomials and OGFP stands for Output Galois
Field Polynomials. The respective Polynomials have been shown in Row 1 through 8 of column 3 of
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Table 6.

Table 5: Input and Output BCNs of the Identity Substitution Box

Table 6: Respective Polynomials of IGFP4 through IGFP1 and OGFP4 through OGFP1

3.2.2 Generation of 8-bit Identity Crypto S-box from Eight Polynomials over Binary
Galois Field GF (2255)

The concerned 8-bit identity S-box has been shown in Table 7 where each element of the first row of
Table 7, entitled as index, are the position of each element of the S-box within the given S-box and
the elements of the column 1 through G of 2nd to 17th row, entitled as S-box, have been the elements
of the given 8-bit identity Substitution box sequentially. It can be concluded that the 1st row is fixed
for all possible 8-bit bijective crypto S-boxes. The values of each element of the 1st row are distinct,
unique and vary between 0 and F. The values of the each element of the column 1 through G of 2nd
row to 17th row of the 8-bit identity crypto S-box are also distinct and unique and vary between 0 and
256. The values of the elements of the fixed 1st row are sequential and monotonically increasing where
for the 2nd to 17th row, they can be sequential or partly sequential or non- sequential and for this case
elements are sequential and monotonically increasing. Here the given substitution box has been the
8-bit identity crypto S-box.

Index of Each element of an 8-bit crypto S-box and the element itself is a hexadecimal number and
that can be converted into a 256-bit long 8 bit bit sequence. From row 2 through 9 and row A through
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Table 7: 8-bit identity crypto S-box

H of column 2 of Table 8. shows the 8-bit bit sequences of the corresponding hexadecimal numbers of
the index of each element of the given S-box and each element of the S-box itself. Each row from 2
through 9 and A through H of column 2 constitutes a 256 bit, bit sequence that is a Basic Polynomial
over Galois field GF (2255). column 2 of Row 2 has been termed as 8th IGFP, Row 3 has been termed
as 7th IGFP, Row 4 has been termed as 6th IGFP,Row 5 has been termed as 5th IGFP, Row 6 has
been termed as 4th IGFP, Row 7 has been termed as 3rd IGFP, Row 8 has been termed as 2nd IGFP
and Row 9 has been termed as 1st IGFP whereas column 2 of Row A has been termed as 8th OGFP,
Row B has been termed as 7th OGFP, Row C has been termed as 6th OGFP, Row D has been termed
as 5th OGFP, Row E has been termed as 4th OGFP, Row F has been termed as 3rd OGFP, Row G has
been termed as 2nd OGFP and Row H has been termed as 1st IGFP. The Binary Coefficient Number of
each IGFP and OGFP from MSB [256th bit] to LSB [0th bit] have been given in corresponding rows of
each IGFP and OGFP. Where IGFP stands for Input Galois Field Polynomials and OGFP for Output
Galois Field Polynomials. The respective polynomial for IGFP8 and OGFP8 has been shown in Table 9

3.2.3 Algorithm to Generate S-box from Polynomials over Galois Field GF (215) or GF (2255)

START.

Step OA. Choose 4 Galois field Polynomials over Galois field GF (215) or 8 Galois field Polynomials
over Galois field GF (2255).

Step 01. If Number of Terms in BCNs are Half of Number of total terms Then Step 02. Else Step 0A.

Step 02. Convert to decimal the 4 or 8 bit binary number generated by bits in same position of 4
BCNs for Galois field Polynomials over Galois field GF (215) or 8 Galois field Polynomials over
Galois field GF (2255).

STOP.

Time Complexity of the given Algorithm O(n).
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Table 8: BCNs for 8 IGFPs and OGFPs
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Table 9: Respective Polynomial of IGFP8 and OGFP8 of the Given 8 bit S-box

3.3 4 and 8 Bits S-box Generation by Respective BCNs over Non Binary
Galois Field GF (1615) and Galois Field GF (256255) Respectively

The coefficients of each polynomial over non binary Galois Field GF (1615) forms a 4-bit S-box. The
Coefficient of highest or lowest degree term must be the 1st element in 4-bit S-box, the value of other
elements are the value of coefficients with immediate degree less than or greater than the previous one.
Let The Polynomial be,

BP (x) = 0x15 + 1x14 + 2x13 + · · · 12x3 + 13x2 + 14x + 15 (2)

For the above Polynomial The Constituted 4-bit S-box have been given in Table 10.

Table 10: Constituted 4-bit Crypto S-box

The Polynomial with coefficients in reverse order,

BP (x) = 15x15 + 14x14 + 13x13 + · · ·+ 3x3 + 2x2 + 1x + 0 (3)

For the above Polynomial The Constituted 4-bit S-box have been given in Table 11.

Table 11: Constituted 4-bit Crypto S-box

The coefficients of each polynomial over non binary Galois Field GF (256255) forms an 8-bit S-box.
The Coefficient of highest or lowest degree term must be the 1st element in 4-bit S-box, the value of
other elements are the value of coefficients with immediate degree less than or greater than the previous
one. Let The Polynomial be, Let the Polynomial be given in Table 12.
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Table 12: Polynomial to Construct 8-bit Identity S-box

Table 13: Constituted identity 8-bit S-box
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For the above Polynomial The Constituted 8-bit S-box have been given in Table 13.
Note. The 32-bit S-boxes can be constituted by polynomials over Galois field GF [(232)(232−1)] and

the 64-bit S-boxes can be constituted by polynomials over Galois field GF [(264)(264−1)].

3.4 Cryptographic Analysis of 32 DES 4-bit S-boxes and 10 Better 4-bit S-
boxes with Relevant Cryptographic Properties of 4-bit Crypto S-boxes

In Subsection 3.4.1.the cryptographic analysis procedures of the said cryptographic properties have been
described. The cryptographic analysis of 32 DES 4-bit S-boxes has been evaluated in Subsection 3.4.2.
cryptographic analysis of 10 generated better S-boxes has been described in Subsection 3.4.3

3.4.1 Analysis Procedure

For SAC, HO-SAC and Extended SAC of 4-bit S-boxes as the numbers of satisfied COPBFs have been
increased it will give better security and optimum value gives at most security.

In Difference Distribution Table there have been 256 cells, i.e. 16 rows and 16 columns. Each row
has been for each input difference varies from 0 to F. Each column in each row represents each output
difference varies from 0 to F for each input difference. 0 in any cell indicates absence of that output
difference for subsequent input difference. Such as 0 in 2nd cell of Table 7 of relevant DDT means for
input difference 0 the corresponding output difference o has been absent. If number of 0 is too low or
too high it supplies more information regarding concerned output difference. So an S-box is said to be
immune to this cryptanalytic attack if number of 0s in DDT is close to 128 or half of total cells or 256.
In the said example of 1st DES 4-bit S-box total numbers of 0s in DDT are 168. That is close to 128.
So the S-box has been said to be almost secure from this attack.

As total number of balanced 4-bit BFs increases in Difference Analysis Table or DAT the security of
S-box increases since balanced 4-bit BFs supplies at most uncertainty. Since Number of 0s and 1s in
balanced 4-bit BFs are equal i.e. they are same in number means determination of each bit has been
at most uncertainty. In the said example of 1st DES 4-bit S-box total numbers of 8s in DAT are 36.
That is close to 32 half of total 64 cells. So the S-box has been said to be almost less secure from this
attack.

In Linear Analysis Table or LAT there are 256 cells for 256 possible 4-bit linear relations. The count
of 16 4-bit binary conditions to satisfy for any given linear relation has been put into the concerned cell.
8 in a cell indicate that the particular linear relation has been satisfied for 8 4-bit binary conditions
and remain unsatisfied for 8, 4-bit binary conditions. That is at most uncertainty. In the said example
of 1st DES 4-bit S-box total numbers of 8s in LAT have been 143. That is close to 128. So the S-box
has been said to be less secure from this attack.

The value of nCr has been maximum when the value of r is 1
2 of the value of n (when n is even).

Here the maximum number of linear approximations is 64. So if the total satisfaction of linear equation
is 32 out of 64 then the number of possible sets of 32 linear equations has been the largest. Means if
the total satisfaction is 32 out of 64 then the number of possible sets of 32 possible linear equations is
64C32. That is maximum number of possible sets of linear equations.

If the value of total No of Linear Approximations is closed to 32 then it is more cryptanalysis immune.
Since the number of possible sets of linear equations are too large to calculate. As the value goes close
to 0 or 64 it reduces the sets of possible linear equations to search, that reduces the effort to search for
the linear equations present in a particular 4-bit S-box. In this example total satisfaction is 21 out of 64.
Which means the given 4-bit S-Box is not a good 4 bit S-Box or not a good Crypt analytically immune
S-Box. If the values of total number of Existing Linear equations for a 4-bit S-Box are 24 to 32, then
the lowest numbers of sets of linear equations are 250649105469666120. This is a very large number to
investigate. So the 4-bit S-Box is declared as a good 4-bit S-Box or 4-bit S-Box with good security. If
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it is between 16 through 23 then the lowest numbers of sets of linear equations are 488526937079580.
This not a small number to investigate in today’s computing scenario so the S-boxes are declared as
medium S-Box or S-Box with medium security. The 4-bit S-Boxes having existing linear equations less
than 16 are declared as Poor 4-bit S-Box or vulnerable to cryptanalytic attack.

3.4.2 Cryptographic Analysis of 32 DES 4-bit S-boxes

The cryptographic analysis of 32 DES 4-bit S-boxes with the said relevant cryptographic properties of
4-bit BFs has been given below in Table 14. Here in Table 14, column heading ’noelr gives numbers
of existing linear relations in a particular 4-bit crypto S-box. Column heading ’nobal’ gives numbers
of balanced DBFs in linear cryptanalysis. ’n0dif’ gives numbers of 0s in difference distribution table or
DDT and ’nodif’ gives numbers of 8s in DAT. ’nosac’ gives numbers of COPBFs satisfy SAC of 4-bit
BFs and ’n3sac’,’n3sac’ and ’nalsac’ gives numbers of COPBFs satisfy 2nd order SAC of 4-bit BFs, 3rd
order SAC of 4-bit BFs and Extended SAC of 4-bit BFs respectively.

Table 14: Cryptographic analysis of 32 DES S-boxes
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3.4.3 Cryptographic Analysis of 10 Generated Better 4-bit S-boxes

The cryptographic analysis of 10 generated better 4-bit S-boxes with the said relevant cryptographic
properties of 4-bit BFs has been given below in Table 15. Here in Table column 49 heading ’noelr gives
numbers of existing linear relations in a particular 4-bit crypto S-box. Column heading ’nobal’ gives
numbers of balanced DBFs in linear cryptanalysis. ’n0dif’ gives numbers of 0s in difference distribution
table or DDT and ’nodif’ gives numbers of 8s in DAT. ’nosac’ gives numbers of COPBFs satisfy SAC
of 4-bit BFs and ’n3sac’,’n3sac’ and ’nalsac’ gives numbers of COPBFs satisfy 2nd order SAC of 4-bit
BFs, 3rd order SAC of 4-bit BFs and Extended SAC of 4-bit BFs respectively.

Table 15: Cryptographic analysis of 10 generated Better 4-bit S-boxes

3.5 Results and Discussion

In Table 14. out of 32 DES S-boxes 1 have 17, 3 have 21, 4 have 22, 1 have 23, 3 have 24, 3 have
25, 1 have 26, 2 have 27, 3 have 28, 2 have 29, 2 have 30 and 1 have 31 Existing Linear Relations i.e.
24 S-boxes out of 32 have been less secure from this attack and 8 out of 32 have been immune to this
attack. Again out of 32 DES S-boxes 1 have 126, 2 have 127, 2 have 130, 1 have 132, 2 have 133, 2 have
134, 1 have 135, 4 have 136, 2 have 137, 2 have 138, 1 have 141, 5 have 143, 1 have 144, 1 have 145, 1
have 147, 1 have 151, 1 have 154 and 1 have 158 8s in LAT. That is All S-boxes are less immune to this
attack. Again out of 32 DES S-boxes 1 have 159, 1 have 160, 1 have 161, 4 have 162, 1 have 164, 8 have
166, 13 have 168, 1 have 173 and 2 have 174 0s in DDT. That is all S-boxes have been secured from this
attack. At last out of 32 DES S-boxes 1 have 0, 3 have 18, 2 have 21, 2 have 27, 10 have 30, 12 have
36, 1 have 39 and 1 have 42 8s in DAT i.e. they have been less secure to this attack. The comparative
analysis has proved that Linear Approximation analysis has been the most time efficient cryptanalytic
algorithm for 4-bit S-boxes. In ’nosac’ the lowest value is 0 and maximum value is 10 where in ’n2sac’,
’n3sac’ and ’nalsac’ lowest values are 0, 0, 0 and maximum values are 16, 12 and 39 respectively. But
numbers of optimum as well as better result i.e. 16 for ’nosac’ is absent, close to 24 for ’n2sac’, close to
16 for ’n3sac’ and close to 64 for ’nalsac’ has been very less in numbers. So the 32 DES 4-bit S-boxes
has been observed to be less secure.

But in Table 15. out of 10 generated better 4-bit S-boxes range of ’noelr’ has been 27 to 33 so it can
be concluded that these S-boxes have been more immune to this attack. Now range of ’nobal’ has been
134 to 200 i.e. very secure to linear cryptanalysis since number of 8s in LAT is very large in number.
Again range of ’n0dif’ has been 166 to 206 i.e. the result is very similar to 32 DES 4-bit S-boxes. Now
All 10 4-bit S-boxes ’nosac’ have been 16. i.e. they satisfy SAC of 4-bit S-boxes. Again the ranges
of ’n2sac’, ’n3sac’, ’nalsac’ have been 7 to 13, 13 to 16 and 39 to 45 respectively. I.e. most of them
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satisfies 3rd order SAC of 4-bit S-boxes and for 2nd order SAC of 4-bit S-boxes the results have been
very similar to DES 4-bit S-boxes. In case of ’nalsac’ or Extended SAC the results are better than DES
32 4-bit S-boxes.

Now it is to be noted that all non-crypto S-boxes and 16! Crypto S-boxes can be generated by these
two procedures by IPs over Galois field GF (pq). The crypto S-boxes have then be chosen through the
analysis of relevant cryptographic properties of 4-bit S-boxes. The procedure is same for 8, 16, 32 and
64 bit S-boxes. The generated 8, 16, 32 or 64 bit S-boxes can be chosen like the way the way the 4-bit
S-boxes have been chosen in this paper.

4 Conclusion

From results and discussion it can be concluded that generated and analyzed 4-bit S-boxes are better
S-boxes than the 32 4-bit DES S-boxes. All algorithms of cryptographic properties and S-box generation
have been given in the paper. The review and algorithms have been presented in a very lucid manner
in the paper for convenient understanding of readers. The generation of 4-bit and 8-bit S-boxes has
been very easy and lucid and the chosen generated 4-bit S-boxes can be claimed to be the best 4-bit
and 8-bit S-boxes.
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